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ON ALMOST PERIODIC SOLUTIONS TO NLS
WITHOUT EXTERNAL PARAMETERS

JOACKIM BERNIER AND BENOÎT GRÉBERT

Abstract. In this note, we present a result established in [BGR24] where we prove that non-
linear Schrödinger equations on the circle, without external parameters, admit plenty of infinite
dimensional non resonant invariant tori, or equivalently, plenty of almost periodic solutions. Our
aim is to propose an extended sketch of the proof, emphasizing the new points which have enabled
us to achieve this result.

1. Result and context

We consider the nonlinear Schrödinger equation on the circle T := R/2πZ

(NLS) i∂tu+ ∂2xu = f(|u|2)u, x ∈ T, t ∈ R
where f is a real entire function such that f(0) = 0, f ′(0) ̸= 0 (i.e. the cubic term is present)
and z 7→ f(z2) grows at most exponentially fast1. We point out that (NLS) is a classical and
emblematic Hamiltonian system. When considering a Hamiltonian system, we are naturally led
to look for invariant sets. An essential challenge is to construct invariant sets that are “large” in
the sense that they occupy a significant part of the infinite-dimensional phase space.

We are looking for solutions with Sobolev regularity in the space variable2, i.e. we consider
solutions living in the phase space

Hs :=
{
u ∈ L2(T) | ∥u∥2Hs :=

∑

k∈Z
|uk|2⟨k⟩2s <∞

}

where we always identify functions u ∈ L2(T) with their Fourier coefficients

(1) uk := (2π)−1

∫

T
u(x)eikxdx, k ∈ Z.

The phase space Hs is foliated by invariant tori for the linear part of the equation (NLS). Namely
for all ξ ∈ (R+)

Z the torus

(2) Tξ := {u ∈ Hs | ∀k ∈ Z, |uk|2 = ξk },
is an invariant set for the system

(3) i∂tu+ ∂2xu = 0.

The natural question is:
Which linear tori persist, slightly deformed, as invariant sets of (NLS)?

2020 Mathematics Subject Classification. 35B15, 35Q55, 37K55.
Key words and phrases. Infinite dimensional tori, KAM theory, regularizing normal form.
1i.e. there exists C > 0 such that for all z ∈ C, |f(z)| ≤ C exp(C

√
|z|).

2in [BGR24] we also consider analytic solutions but, for simplicity, we prefer to choose Hs as phase space in this
note.
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Kuksin–Pöschel proved in [KP96] that most of the finite dimensional tori, close to the origin,
persist as KAM tori (i.e. Kronecker tori that are linearly stable). Unfortunately, their result
suffers a limitation: the larger the dimension of the torus is, the closer to the origin it has to
be. This limitation is not specific to the work of Kuksin–Pöschel, it appears in all the papers
about existence of finite dimensional invariant tori. Thus, up to now, there have been no results
concerning the existence of infinite dimensional invariant tori for (NLS) and, more generally, for
(non-integrable) Hamiltonian PDEs without external parameter. Let us define the kind of tori we
are going to prove the persistency of:

Definition 1.1 (Non resonant infinite dimensional Kronecker tori). A subset T of Hs is a non
resonant infinite dimensional Kronecker torus (for (NLS)) if there exists a homeomorphism3 Ψ :
TN → T and a sequence of rationally independent numbers ω ∈ RN such that

∀θ ∈ TN, t 7→ Ψ(ωt+ θ) is a global solution to (NLS).

Since the frequencies are rationally independent (or non resonant), i.e. k · ω ̸= 0 for all 0 ̸=
k ∈ ZN of finite support, on these tori each orbit is dense and the flow is ergodic (for the product
measure). Our main result can be summarized in a very short theorem:

Theorem 1.2. There exists non resonant infinite dimensional Kronecker tori for (NLS).

Actually, as explain in section 3, we construct a whole family of non resonant infinite dimensional
Kronecker tori which accumulates on the finite dimensional tori constructed by Kuksin–Pöschel
in [KP96].

Another classical way of considering this kind of problem, consists in looking for almost periodic
solution (which are not quasi periodic). Up to now, there have been no results concerning the
existence of such solutions for (NLS) and more generally for not completely integrable Hamiltonian
PDEs without external parameter.

Definition 1.3 (Quasi-periodic function). A continuous function q : R → R is called quasi-
periodic with frequencies ω = (ω1, · · · , ωn), if there exists a continuous function, Q : Tn → R,
such that q(t) = Q(ωt) for all t ∈ R.

Then following H. Bohr (see [Boh47]) we recall the definition of an almost-periodic function:

Definition 1.4 (Almost-periodic function). A continuous function is called almost-periodic if it
is a uniform limit of quasi-periodic functions.

As a corollary of Theorem 1.2, we get:

Corollary 1.5. There exist almost periodic solutions to (NLS) which are not quasi periodic.

About the related literature: For several decades now, many mathematicians have been interested
in KAM theory for nonlinear Hamiltonian PDEs. For finite dimensional Hamiltonian system,
standard KAM theory ensures that, under some non-degeneracy assumptions, most tori survive
and thus most of the solutions are quasi-periodic (see e.g. [KP03]). Naturally, in an infinite-
dimensional phase space, infinite-dimensional invariant sets are expected. In other words, for
PDEs, we expect almost periodic solutions to be typical.

Many results have been obtained, but mainly concerning the existence of finite-dimensional
invariant tori and often at the cost of adding external parameters to the equation to simplify the
treatment of the small denominators inherent in KAM theory (see e.g. [Kuk87, Way90, CW93,

3Naturally, we always equip TN with the product topology.
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Bou94, Pos96, KP96] for the earliest results for 1d PDEs, [Bou98, EK10, BB13, PP15, EGK16,
GP16] for some results in higher dimension, [BBHM18, FG24, BHM23] for some results about
quasi-linear equations and [BKM18] for large amplitude solutions). Most of these results allow
to get invariant tori of arbitrarily large dimension. Nevertheless, in the proofs, the larger the
dimension is, the smaller the perturbation parameter has to be. Therefore, they say nothing
about the existence of infinite dimensional invariant tori.

The first result in a PDE context is due to Bourgain in [Bou96b] who proved the existence
of almost periodic solutions to the wave equation in presence of a random potential. Then, few
years later, in [Bou05], the same author considered (NLS) but with an extra random convolution
potential V as external parameter:

(4) i∂tu+ ∂2xu+ V ∗ u = f(|u|2)u, x ∈ T, t ∈ R.
Again he proved the existence of almost periodic solutions but, this time, with more reasonable
decrease of the Fourier coefficients of the solution. This result has been revisited and improved by
a series of paper (in particular [BMP20, Con23] and [CY21] for the wave equation). Further, using
sparsity arguments, Biasco–Masetti–Procesi proved in [BMP23] the existence of almost periodic
solutions of finite regularity. In all these results the Fourier coefficients of the potential V are
bounded and does not converge to 0. This is a critical ingredient of these proofs which is used
to deal with the small divisors (since the linear frequencies for (4) are ωj = j2 − Vj , j ∈ Z).
This assumption on V seems to be the major obstruction to remove V in (4) (and so to get
(NLS)). Indeed, following an observation due to Kuksin–Pöschel in [KP96], (NLS) is somehow
equivalent to (4) where V would depend nonlinearly on u through the relation Vj = |uj |2, j ∈ Z.
It therefore makes sense to try to match the regularity of V and u in (4) in order to get rid of
the external parameters. In this direction, introducing a new approach based on tree expansions
and renormalization groups, Corsi–Gentile–Procesi (see [CGP23]) succeeded in greatly improving
the regularity of V , indeed they can consider V of any finite regularity Cn. Unfortunately, their
almost periodic solutions are still Gevrey in the space variable. Very recently, Biasco–Corsi–
Gentile–Procesi extended this result (in [BCGP24]) by proving that their set of almost periodic
solutions is asymptotically of full measure.

Without external parameters, the only known results prove that most of the linear infinite
dimensional tori are almost preserved for very long times (see e.g. [Bou00, BFG20, LX24, BC24]
for (NLS) and [BG21] for perturbations of KdV or Benjamin–Ono equations). The proofs of these
results, somewhere between Birkhoff normal forms and KAM, deal with many similar difficulties
(in particular the degeneracy of small divisors) but make crucial use of the fact that time, although
potentially very long, is finite.

About our approach: Our approach is different from that adopted in the above-mentioned arti-
cles which concern infinite-dimensional tori (in particular in [Bou05, BMP20]): we don’t try to
construct an infinite-dimensional torus directly, but, iteratively, a convergent sequence of invariant
tori whose dimension goes to +∞. This was the scheme of proof proposed by Pöschel in [Pos02]
but then rarely used because it requires the nonlinearity to be regularizing which is not the case
for (NLS) neither for most of the Hamiltonian PDEs (see also [GX13]). Clearly this is why we
need the regularization normal form result described in section 2. However it is not the end of
the story since, first, the regularization is just partial, but also Pöschel was considering external
parameters (namely the Fourier coefficients of a potential) and we don’t.

In the next two sections we will give the principal keys of the proof. The two sections are
independent, the result of section 2, the regularizing normal form, will be used as a black box

Exp. no X— On almost periodic solutions to NLS without external parameters
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in section 3 where we will focus on the principal difficulty: how to deal with internal parameters
when constructing an infinite dimensional invariant torus.

2. About the regularizing normal form

The objective of this section is to provide the intuitions that led us to obtain our regularizing
normal form result. First, we discuss the regularizing effects given by the Birkhoff normal form.
These effects have numerous limitations. In particular, we observe that, at best, we can hope
that the nonlinearity becomes smoothing modulo a gauge transform. Secondly, we explain how to
adapt the Birkhoff normal form procedure to achieve such a regularizing effect. For more results
about regularizing effects generated by the dispersion we refer to [ErTz13a, ErTz13c, McC22].

Before starting the explanations, let us briefly recall the structure of (NLS). Indeed, (NLS) is
a Hamiltonian system: it rewrites

i∂tu = ∇H(u)

where ∇ denotes the L2 gradient,

H(u) =
1

2

∑

k∈Z
k2u2k

︸ ︷︷ ︸
=:Z2(u)

+
∑

q≥2

a2q∥u∥2qL2q with a2q =
f (q−1)(0)

2(q!)
.

It is important to note that

∥u∥2q
L2q =

(q!)2

(2q)!

∑

σ1+···+σ2q=0
σ1ℓ1+···+σ2qℓ2q

=0

uσ1
ℓ1

· · ·uσ2q

ℓ2q

where uk, k ∈ Z, denotes the k-th Fourier coefficients of u and by convention u−1
k = uk.

We also introduce a notation: let ℓ ∈ Zq, ℓ∗ denotes a rearrangement of ℓ such that

|ℓ∗1| ≥ · · · ≥ |ℓ∗q |.
2.1. Birkhoff normal form and natural obstructions. As a starting point, let us recall some
smoothing effects we get by putting the equation in Birkhoff normal form.

Normal form and decomposition. We fix r ≥ 2 and we put (NLS) in Birkhoff normal form up
to order 2r. Applying standard technics, we get a symplectic change of variables τ , close to the
identity, defined on a neighborhood of the origin in Hs such that

H ◦ τ−1 =
u→0

Z2 +
r∑

q=2

∑

σ1+···+σ2q=0
σ1ℓ1+···+σ2qℓ2q=0

σ1ℓ
2
1+···+σ2qℓ

2
2q=0

Bℓ,σuσ1
ℓ1

· · ·uσ2q

ℓ2q

︸ ︷︷ ︸
=:B

+O(u2r+2)

where the coefficients Bℓ,σ are real and uniformly bounded.

Then we split B in two parts
B = G+M

where M contain the terms of B of the form |ua|2uσ1
ℓ1

· · ·uσ2q−2

ℓ2p−2
with a ≥ |ℓ∗1|. More precisely, the

coefficients of M satisfy
M ℓ,σ = 1(ℓ,σ)∈Pq

Bℓ,σ

Joackim Bernier and Benoît Grébert
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where Pq denotes the set of indices (ℓ,σ) ∈ Zq × {−1, 1}q such that there is a pairing between
the two highest indices: there exist j1, j2 ∈ {1, . . . , q} such that

j1 ̸= j2, ℓj1 = ℓj2 , σj1 = −σj2 , |ℓj1 | = |ℓ∗1|.

Smoothing terms. We note that G is (s − s0)/2 smoothing where s0 ∈ (1/2, s) can be chosen
arbitrarily close to 1/2. More precisely, ∇G is a smooth polynomial from Hs to Hs+(s−s0)/2. To
prove it, it suffices to note that

(5)

σ1+···+σ2q=0
σ1ℓ1+···+σ2qℓ2q=0

σ1ℓ
2
1+···+σ2qℓ

2
2q=0

(ℓ,σ) /∈ Pq



 =⇒ |ℓ∗1| ≲q |ℓ∗3|2.

We note that, from the point of view of the coefficients, it implies that

∀δ ≥ 0, |Gℓ,σ| ≲q,δ 1 ≲q,δ
|ℓ∗3|2δ
|ℓ∗1|δ

.

This leads to a δ smoothing effect if you can control |ℓ∗3|2δ, i.e. for δ ≤ (s− s0)/2.

Non-smoothing terms. There are two kind of non-smoothing terms. On the one hand, although
the terms in M are very special, some of them are not smoothing. For example, B contains
non-smoothing terms of the form

(6) ∥u∥4L2 or ∥u∥2L2

∑

k∈Z
|uk|4.

These terms directly come from H: since they are resonant, they are not affected by the Birkhoff
normal form procedure.

On the other hand, the Birkhoff normal form procedure is known to be divergent (the coefficients
go to +∞ as r goes to +∞) and, r being fixed, the terms in O(u2r+2) have no particular structure
and are not smoothing.

2.2. Reasonable smoothing effects. The non smoothing terms (6) are integrable and so it is
hopeless to remove them by any normal form procedure. Nevertheless, we note that they are
very special. The fact that they are not smoothing only comes from the ∥u∥2L2 factors. Since the
L2 norm is a constant of the motion of (NLS), it is tempting to consider the ∥u∥2L2 factors as
constants. This is exactly what we are doing but, of course, there is a price to pay.

Indeed, we are going to conjugate H to a Hamiltonian of the form

H ◦ τ−1 = Z2 + P = Z2 +

∞∑

q=2

∑

σ1+···+σ2q=0
σ1ℓ1+···+σ2qℓ2q=0

P ℓ,σ(∥u∥2L2)u
σ1
ℓ1

· · ·uσ2q

ℓ2q

where, locally uniformly in L2,

(7) |P ℓ,σ(∥u∥2L2)| ≲δ,q 1 ∧
|ℓ∗3|2δ
|ℓ∗1|δ

.

with δ = 1. Such a normal form does not mean that we have conjugated (NLS) to a Hamiltonian
system with a smoothing nonlinearity. Indeed, the vector field of P is of the form

∇P = 2(∂µP (u))u+ 2∇vP (u)

Exp. no X— On almost periodic solutions to NLS without external parameters
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where µ refers to the dependency of the coefficients with respect to the L2 norm of u (and v to the
other factors). Thanks to (7), we know that ∇vP is δ smoothing but u 7→ 2(∂µP (u))u is clearly
not smoothing. Nevertheless, since ∂µP (u) ∈ R, it generates a trivial flow (a gauge transform)
which commutes with everything. More precisely, if u is a solution to (NLS),

w := exp
(
2i

∫ t

0
∂µP (u(t))dt

)
u and z := τ(w),

then z is solution to
i∂tz + ∂2xz = ∇vP (z).

The nonlinearity of this last equation is smoothing but it is no more Hamiltonian4. It means that
we have made the nonlinearity of (NLS) smoothing up to a gauge transform.

2.3. Remedy. Finally, we explain how we overcome the obstructions described in Subsection 2.1
to get the regularizing normal described in Subsection 2.2.

Convergence of the normal form procedure. To make the normal form convergent, it suffices to
remove only the terms with large divisors in the Birkhoff normal form procedure. More precisely,
if we remove only the terms uσ1

ℓ1
· · ·uσ2q

ℓ2q
such that

|σ1ℓ
2
1 + · · ·+ σ2qℓ

2
2q| ≳ q9

then it is not too difficult to prove that the normal form procedure become convergent (the
exponent 9 is not optimal). In other words, there exists a symplectic change of variables τ close
to the identity such that

H ◦ τ−1 = Z2 +B

where B = G+M admits the same decomposition as before except that
• now r = +∞, so B is no more a polynomial but an analytic function,
• the condition σ1ℓ

2
1 + · · ·+ σ2qℓ

2
2q = 0 has to be replaced by |σ1ℓ

2
1 + · · ·+ σ2qℓ

2
2q| ≲ q9.

Nevertheless, (5) is still valid in this case and so G is still as smoothing as before.

Terms in M coming from H. Now to prove that B is smoothing it suffices to prove that M is
smoothing in some sense. Of courseM still contains the terms (6) and so cannot be smoothing. So,
as we discussed in the previous subsection, from now we allow the coefficients of the Hamiltonian
to depend on the L2 norm. It completely solves the problem we have for the integrable terms.
Indeed, basic results of commutative algebra5 allow to prove that the integrable terms of H belong
to the algebra generated by the Newton sums

∑

k∈Z
|uk|2p, p ∈ Z.

Thus, it suffices to note that among these Newton sums, the L2 norm is the only non-smoothing
one. Nevertheless, there are terms in M coming from H which are not integrable.

This is where Wick renormalization comes into play. It provides the composition

(8) ∥u∥2p
L2p =

∑

0≤q≤p
q ̸=1

∥u∥2(p−q)
L2

p!

q!

(
p

q

)
W2q(u)

4note that it is still reversible.
5i.e. the fact that the integrable terms are symmetric polynomials of the actions.

Joackim Bernier and Benoît Grébert
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where

W2q(u) :=

∫

T
: |u|2p : (x)dx

2π
with : |u|2p : =

p∑

q=0

(−1)p−q p!

q!

(
p

q

)
∥u∥2(p−q)

L2 |u|2q.

The point is that, rewriting W2q in the Fourier basis as

W2q(u) =
∑

σ1+···+σ2q=0
σ1ℓ1+···+σ2qℓ2q=0

W ℓ,σ
2q uσ1

ℓ1
· · ·uσ2q

ℓ2q
with W ℓ,σ

2q ∈ R, |W ℓ,σ
2q | ≤ 2qq!,

it satisfies the property that any paring is over-paired: if there exist 1 ≤ i < j ≤ 2q such
that ℓi = ℓj and σiσj = −1 then there exits 1 ≤ k ≤ 2p with k /∈ {i, j} such that ℓk = ℓi = ℓj .
In particular, all the terms in W2q whose highest index is associated with an action are smoothing.
Thus, since we allow the coefficients to depend on the L2 norm, as a consequence of (8), the terms
of M coming from H are smoothing.

Terms in M generated by the normal form procedure. The discussion is not over yet, as terms
in M can be generated by the change of variable. For example, when putting the cubic NLS in
Birkhoff normal form, we generate the sixth order integrable term

Z6(u) =
∑

k ̸=ℓ

|uk|2|uℓ|4
(k − ℓ)2

.

We refer for example to [BFG20] for a proof. Note that this Hamiltonian is only 2-smoothing: its
regularizing effects do not depend on the smoothness of u.

So we have to understand what’s happen when a new term with a high action is generated by
the normal form procedure. We only remove terms whose two largest modes are not paired (else
we know yet that they are smoothing). They are of the form

(9) uσ1
ℓ1

· · ·uσ2q

ℓ2q
, with (ℓ,σ) /∈ Pq.

The divisor associated with this term is

Ωℓ,σ =
∑

1≤j≤2q

σjℓ
2
j .

It is a classical exercise to check that, since ℓ,σ satisfies the zero momentum condition and
(ℓ,σ) /∈ Pq, we have

(10) |Ωℓ,σ| ≳q
|ℓ∗1|
|ℓ∗3|2

.

Note that it implies that the vector field associated with the change of variable is 1-smoothing
(up to a gauge transform). Then it suffices to understand why monomials uφ1

h1
· · ·uφ2q′′

h2q′′
with

(h,φ) ∈ Pq′′ generated by Poisson brackets of the form6

{uσ1
ℓ1

· · ·uσ2q

ℓ2q
, uς1k1

· · ·uς2q′k2q′
}

satisfy

|Ωℓ,σ| ≳q
|h∗

1|
|h∗

3|2
.

6where both monomials satisfy implicitly the zero momentum condition.

Exp. no X— On almost periodic solutions to NLS without external parameters

X–7



It is not entirely obvious, but it is not very difficult either (one has to properly use the zero
momentum condition and to consider different cases). In any case, this proves that the new terms
generated by the change of variable, whose highest mode is in the form of action, are 1-smoothing
(up to a gauge transform).

3. The KAM part or how to deal with internal parameters

In this section we give a scheme of the proof of our result avoiding technicalities. We will use
the regularization normal form described in the previous section as a black box and we focus on
the KAM procedure. Without loss of generality, we assume here that f ′(0) = 1.

We want to explain how we implement the Pöschel scheme using internal parameters (which are
essentially the squared moduli of the initial datum’s Fourier coefficients in the final coordinates).
In a first step (see section 3.2 and section 3.3 above) we construct invariants tori of finite dimension
in essentially the same way than Kuksin-Pöschel have done in [KP96]. Then we implement a
procedure that consists in adding one site to the finite-dimensional tori already constructed and
we iterate. This is precisely where we need to be very meticulous if we want to take the limit
to obtain an infinite-dimensional invariant torus. By the way we prove more than Theorem 1.2:
we construct a large family of infinite dimensional tori that accumulate on finite dimensional
invariant tori (those built by Kuksin–Pöschel in [KP96]).

3.1. Step 1: set-up. Our regularization normal form result provides a symplectic change of
variable τ defined on a neighborhood of the origin in Hs and close to the identity such that

H(reg)(u) = H(NLS) ◦ τ(u) = H
(0)
1 (u) +

∑

2n+q≥6

∑

σ∈{−1,1}q
σ1+···+σq=0

∑

σ1ℓ1+···+σqℓq=0

Hℓ,σ
n ∥u∥2nL2

∏

1≤j≤q

u
σj

ℓj

︸ ︷︷ ︸
=:R

with the usual convention u−1
ℓ := uℓ and where

H
(0)
1 (u) :=

1

2

∑

k∈Z

(
|k|2 − |uk|2

2

)
|uk|2 +

1

2
∥u∥4L2

and the coefficients Hℓ,σ
n ∈ C satisfy the bound

|Hℓ,σ
n | ≲ Cq+2n

(
1 ∧ ⟨ℓ∗3⟩2

⟨ℓ∗1⟩
)
, for some constant C > 0

and where ℓ∗ denotes a rearrangement of ℓ such that |ℓ∗1| ≥ · · · ≥ |ℓ∗q |.
This bound implies that H(reg) is 1-smoothing in some week sense discuted in section 2. Notice

that this expansion depends on ∥u∥2L2 which is a constant of motion for (NLS). Nevertheless, ∥u∥2L2

will generate a dependency on our internal parameters (denoted by ξ in the sequel, see (11)), so,
in principle, we must take this dependence into account (in particular to control Lipschitz norms).
It turns out that this dependency does not seriously affect the proof scheme, but it does lead to a
clear increase in the complexity of the notations. So, to simplify our presentation, in this sketch
of proof we’ll consider ∥u∥2L2 as a constant.

We are working in the vicinity of the origin, so to take advantage of the smallness of the solution
we make a change of scale u ⇝ εu and we still consider u to be small (if we prefer, we cut this

Joackim Bernier and Benoît Grébert
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smallness in half). This subterfuge enables us to isolate a first small parameter ε which will be
useful in several places in the proof (but of course a finite number of times). So we set

H(reg)
ε (u) := ε−4H(reg)(εu)

= H(0)
ε (u) + εRε

where

H(0)
ε (u) :=

1

2

∑

k∈Z

(
ε−2|k|2 − |uk|2

2

)
|uk|2

and, R being of order 6, Rε = O(ε).

3.2. Step 2: first opening. After this initial set-up, it’s time for the first opening. We fix S1 a
finite subset of Z and we write uk, k ∈ S1 in action-variables (yk, θk), i.e. we set

(11) uk = (ξk + yk)
1/2eiθk , k ∈ S1

where (ξk)k∈S1 are our first parameters to play with. Let us denote

ψ1 : (uk)k∈Z 7→ ((yk)k∈S1 , (θk)k∈S1 ; (uk)k∈Sc
1
)

the corresponding change of variable. For the moment we assume r2ν1 < |ξ|ℓ∞ < 2r2ν1 for some
small r1 to be defined and some fixed 1/2 < ν < 1. We work in a neighborhood of the torus Tξ

(see (2)):
|yk| < r21, k ∈ S1 and

∑

k∈Sc
1

ϖ2
k|uk|2 < r21.

In this new variables the quadratic part of H(0)
ε ◦ ψ1 reads

(12) Z(0)
ε =

1

2

∑

k∈S1

(
ε−2|k|2 + 2ξk

)
yk +

1

2

∑

k∈Sc
1

ε−2|k|2|uk|2

and the quartic part of H(reg)
ε ◦ ψ1 reads

Q(0)
ε =

1

2

∑

k∈S1

y2k +
1

2

∑

k∈Sc
1

|uk|4 +O(ε).

Let us introduce some vocabulary. A formal Hamiltonian

P (y, θ;u) :=
∑

k∈ZS1

∑

m∈NS1

∑

q∈N

∑

ℓ∈(Sc
1)

q

∑

σ∈{−1,1}q
P ℓ,σ
k,m

q∏

i=1

uσi
ℓi

︸ ︷︷ ︸
=:uσ

ℓ

∏

j∈S1

y
mj

j eiθjkj

︸ ︷︷ ︸
=:ym eiθ·k

is said to be
• integrable if P ℓ,σ

k,m ̸= 0 only when k = 0 and there exists a permutation φ such that φℓ = ℓ
and φσ = −σ

• an adapted jet if P does not contains integrable terms and P ℓ,σ
k,m ̸= 0 only when |m|ℓ1 ≤ 2

and q ≤ 3.
• in normal form if it is integrable and at most quartic: P ℓ,σ

k,m ̸= 0 only when k = 0, there
exists a permutation φ such that φℓ = ℓ and φσ = −σ and 2|m|ℓ1 + q ≤ 4.
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We then denote by Πint, Πajet, Πnor the corresponding projections. Finally we introduce Πrem the
projection defined by ΠremP = P −ΠnorP −ΠajetP . We note that these notions are linked to S1

and sometimes (when necessary for clarity) we will denote ΠS1
ajet.

3.3. Step 3: first KAM procedure, à la Kuksin–Pöschel. At this stage there is nothing
really original. Like Kuksin-Pöschel in [KP96], we use the term ξkyk in (12) to modulate the
frequencies of the quadratic part of the Hamiltonian H

(reg)
ε and the smallness of the 2-jet of the

remainder part for ε small enough to obtain for ξ in a set O(1)
ε of asymptotically full measure

when ε→ 0, that, for ε small enough, the linear torus Tξ persists, slightly deformed, as invariant
sets of (NLS) .
But we want to be able to work around these new tori and thus we need more. In fact we prove
that, for ξ ∈ O

(1)
ε , there exists a symplectic change of variable τ1 close to identity such that

H(reg)
ε ◦ ψ1 ◦ τ1 = H(0)

ε ◦ ψ1 + εK(1)
ε with ΠajetK

(1)
ε = 0.

Furthermore ∥ΠremK
(1)
ε ∥ ≤ 1 and ∥Πnor(K

(1)
ε −Rε ◦ψ1)∥ ≤ r1. In particular in the new variables

the frequencies read

(13) ω
(1)
j = ε−2j2 + 21j∈S1ξj + ελ

(1)
j (ξ), j ∈ Z

where λ(1)j is 1-Lipschitz and bounded by 1.

Some comments:
• To obtain such normal form, we need to control the so-called small divisors. Concretely we

prove: for all ξ ∈ O
(1)
ε , all k ∈ ZS1 \ {0}, all d ∈ J0, 4K, all vector ℓ ∈ (Sc

1)
d, all b ∈ (Z∗)d,

provided that ∥b∥ℓ1 not to large,

(14)
∣∣∣
∑

i∈S1

kiω
(0)
i (ξ) +

d∑

p=1

bpωℓp(ξ)
∣∣∣ ≳

(
r2ν1

∥k∥#S1

ℓ∞

)αd

for some constant αd. The presence of r2ν1 in the numerator of the right hand side is due
to the size of our parameters ξ. We note that we have 5 estimates depending on the value
of d. For d = 1 and d = 2 they correspond to the so called first and second Melnikov
conditions. By analogy, for d = 3 and d = 4 we can see these conditions as third and
fourth Melnikov conditions. We prove that they are typically satisfied using arguments
similar to those we developed in [BG22] to perform Birkhoff normal forms for PDEs in
low regularity (convexity arguments could also be used).

• These third Melnikov condition is needed to remove the adapted jet during the KAM step.
This is very expensive in terms of small divisors. In fact to perform such KAM theorem,
we have to solve successively 6 cohomological equations and at the end we have to assume
that this part of the adapted jet of our perturbation is very small (≲ r40001 in [BGR24]).

• Since Rε = O(ε), we can get rid of this factor r40001 at the denominator by choosing
ε ≲ r50001 .

• Only at this price we can control the normal form of our new Hamiltonian ΠnorK
(1)
ε . As we

shall see, this will be essential, after a new opening, to obtain new frequencies that still
satisfy an estimate of the type (13) with still a Lipschitz control on λj(ξ) (see (17)).
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3.4. Step 4: second opening and Birkhoff procedure. We want to open a new site (only
one at a time, it will be important), say S2 = S1∪{i2} with i2 /∈ S1. This generates a new change
of variable ψ2 and we set

H(reg)
ε ◦ ψ1 ◦ τ1 ◦ ψ2 = H(0)

ε ◦ ψ1 ◦ ψ2 + εK(1)
ε ◦ ψ2.

The new internal frequencies read

(15) ω̃
(1)
j = ε−2j2 + 21j∈S2ξj + ελ̃

(1)
j (ξ), j ∈ Z

where λ̃(1)j is still Lipschitz and bounded. Assume r2ν2 < |ξi2 | < 2r2ν2 for some small r2 ≤ r1 to be
defined. We will now work in a neighborhood of the torus7 Tξ(S2) :

(16) |yk| < r22, k ∈ S2 and
∑

k∈Sc
2

ϖ2
k|uk|2 < r22.

In fact r2 represents the distance to the Tξ(S1) , the invariant torus constructed in the previous
step, and so we want to choose r2 as small as we want independently of ε.

We can still modulate internal frequencies in such a way estimate (14), with S1 replaced by
S2 and r1 replaced by r2, be satisfied in a “large” set O(2)

ε . Nevertheless we cannot use again the
smallness of ε because we want to iterate infinitely many times this procedure of adding a new
site, generating a decreasing sequence of radii rp, p ≥ 2, and we cannot impose constraints of the
type ε ≲ r5000p for all p ≥ 2.

So our small parameter is now r2 and thus (14) with r1 replace by r2 is not a good control at all.
The idea is that we can still get (14) with r1 if the small divisor (or if you prefer the corresponding
monomials, ym eiθ·kuσℓ , k ∈ ZS2 , ℓ ∈ (Sc

2)
d) contains one internal site in S1 and ki2 is not too

large, i.e. if one the ki, i ∈ S1, does not vanish and |ki2 | is smaller than a given constant. In that
case, we are done for the following reasons:

• The monomials that we want to eliminate comes, at the previous step, from a term at
least of order 4 in (y, u) (we killed the 3-jet). We work on the neighborhood (16) and thus
this monomials has a size ≲ r42 and its vectorfield has a size ≲ r22 .

• In the resolution of the cohomological equation we have to control this vectorfield divided
by the small denominator (see (14)), so something like ≲ r22/r2να3

1 .
• Even if we have to solve successively 6 such equations (as explain before), we will face

something like ≲ r22/r12να3
1 .

• So we just have to choose r2 small enough compare to r1.
Now it remains to consider monomials of the kind ymeiθ·kuai2 ū

ā
i2
uσ

′
ℓ′ with k ∈ ZS1 , ℓ′ ∈ (Sc

2)
d′ ,

σ′ ∈ {−1, 1}d′ and a, ā ∈ N. Since we are interested in eliminated the adapted jet, we can restrict
the study to the case d′ ≤ 3. Indeed, since |ui2 | ≲ rν2 , we can compensate a small divisor of order
r40002 (generated, as in the previous step, by (14) with r1 replaced by r2) if a+ ā ≥ 10000 (recall
that ν > 1/2). So we say that such monomials is “to be removed” if it is not integrable and d′ ≤ 3
and a+ ā ≤ 10000. We denote by Πtbr the associated projection.

To make the “to be removed” part of the Hamiltonian much smaller, we apply a Birkhoff
procedure before the second opening. To apply a Birkhoff procedure we have to check that we
have a good control the small divisors associated to these “to be removed” monomials. It turns
out that they are non resonant and thus the associated small divisor depends again on r1, so not
dangerous.

7Where given ξ ∈ ℓ1s and S ⊂ Z we denote ξ(S) the element of RZ defined by ξ
(S)
i = ξi, i ∈ S and ξ

(S)
i = 0, i ∈ Sc.
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After the Birkhoff step, i.e. applying a symplectic change of variable φ1 and removing a small
part of parameters (we will ignore it in this scheme), we get the existence of r2 ≪ r1 such that on
a neighborhood of Tξ(S2) of size r2 (see (16))

H(reg)
ε ◦ ψ1 ◦ τ1 ◦ φ1 = H(0)

ε ◦ ψ1 + εK(1)
ε ◦ φ1 with ∥ΠtbrK

(1)
ε ◦ φ1∥ ≤ r50002

in such a way after the second opening we have

H(reg)
ε ◦ ψ1 ◦ τ1 ◦ φ1 ◦ ψ2 = H(0)

ε ◦ ψ1 ◦ ψ2 + εK̃(1)
ε

with K̃(1)
ε having a very small adapted jet, says ∥ΠS2

ajetK̃
(1)
ε ∥ ≤ r40002 , in such a way we can apply

a KAM procedure but this time with r2 playing the role of small parameter.

3.5. Step 5: second KAM procedure. With a maybe smaller r2, we prove the existence of
a good set O(2)

ε with meas(O
(1)
ε \O(2)

ε )/meas(O
(1)
ε ) = O(r

1/1000
2 ) and there exists a symplectic

change of variable τ1 close to identity such that for ξ ∈ O
(2)
ε

H(reg)
ε ◦ ψ1 ◦ τ1 ◦ φ1 ◦ ψ2 ◦ τ2 = H(0)

ε ◦ ψ1 + εK(2)
ε with ΠS2

ajetK
(2)
ε = 0.

Furthermore ∥ΠS2
remK

(2)
ε ∥ ≤ 1 and ∥ΠS2

nor(K
(2)
ε −K

(1)
ε ◦ ψ2)∥ ≤ r2. In particular the new internal

frequencies read

(17) ω
(2)
j = ε−2j2 + 21j∈S2ξj + ελ

(2)
j (ξ), j ∈ Z

where λ(2)j is still Lipschitz and bounded.

3.6. Step 6: iteration of the loop. Now we can iterate this loop, Birkhoff-opening-KAM, to
generate tori of arbitrary dimension p close to Tξ(S1) . Of course it remains to check that this
scheme converges when p → ∞. Very schematically, if we denote by (rp)p∈N the decreasing
sequence of the sizes of the circles that make up the infinite dimensional tori, we strongly use, as
in [Pos02], that rp+1 can be chosen much smaller than rp. In a way we have an infinite reservoir
of smallness and this enables us to make assumptions such as “the adapted jet is of size r4000p ” in
our KAM theorem. The downside is that we relinquish all reasonable control over the decay of rp
(contrary to [BMP20] or [Con23]).

3.7. Additional comments.
▷ Modulation of frequencies and twist condition. The crucial hypothesis in any KAM theorem is
the twist condition: assume that the frequencies vector ω = (ωj)j∈S , S being finite or infinite
subset of Z, depends smoothly on parameters ξ ∈ RS , we want to be able to modulate the
frequencies when moving the parameters. So we want the derivative of ω, denoted dω, to be
invertible in some sense depending on the topology we choose on the set of frequencies and on the
set of parameters. Following the above scheme of proof, let us write ω(p)

j = ξj+ελ
(p)
j , j ∈ Sp. The

twist condition, after applying p loops as described above, results in invertibility of Id + εdλ(p)

and, if we want a diagonally dominant matrix8, can be rewritten as

(18) sup
k∈Sp

∑

j∈Sp

|∂ξkλ
(p)
j | ≲ 1.

8which is equivalent to consider ω : ℓ1(Sp) → ℓ1(Sp) and to apply a Neumann series argument.
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The non-linearity regularization improves the estimate on λ(p). By δ-regularizing Hamiltonian
we mean an analytic Hamiltonian P that satisfies (locally) ∇P : ℓ1s0 → ℓ1s0+δ where

ℓ1s0 := {u ∈ CZ |
∑

k∈Z
⟨k⟩s0 |uk| <∞}, for some s0 ≥ 0.

Without regularization (δ = 0), we expect estimates on λ(p) of the type |∂ξkλ
(p)
j | ≲ 1 and we

cannot expect to prove the twist condition when p → ∞. Thus without regularization we obtain
the result of [KP96]. If we want to be able to consider the limit p → ∞, we need regularization
(δ > 0) and we can still distinguish two cases:

• with a regularization without loss (δ > 0 and s0 = 0) we expect estimates on λ of the
type |∂ξkλ

(p)
j | ≲ 1/⟨j⟩δ uniformly in k (and p) and we can prove the twist condition when

p→ ∞ for δ > 1 or S sparse.
• with a regularization with loss (δ > 0 and s0 > 0), which is actually our case with
s0 = 2δ = 2, we prove estimates on λ(p) of the type9

(19)
∣∣∣∂ξkλ

(p)
j

∣∣∣ ≲ (1 ∧ ⟨j⟩−δ⟨k⟩2s0 ∧ ⟨k⟩−δ⟨j⟩2s0) ∨ ⟨j⟩−δ

and we prove the twist condition for δ > 0 and p → ∞ provided that S∞ = limp→∞ Sp

sufficiently sparse. Note that putting together (18) and (19), with s0 = 2δ = 2, we get the
sparsity condition

(20) sup
k∈S∞

∑

j∈S∞

(
1 ∧ ⟨k⟩4

⟨j⟩ ∧ ⟨j⟩4
⟨k⟩

)
∨ 1

⟨j⟩ <∞.

▷ About the sparsity condition (20) on S∞. The explicit condition (20) is the only one we impose
on the sites. We can try to explain why estimate (19) (implying (20)) is natural and thus why, for
the meantime, sparsity seems unavoidable without a significant improvement in our regularizing
normal form theorem. In fact the problem comes from integrable terms in the Hamiltonian. Our
regularization normal form allows terms of the form ck,ℓ,j |uj |2|uℓ|2|uk|2 in the nonlinear term with,
if we assume ⟨k⟩ ≫ ⟨ℓ⟩ ≥ ⟨j⟩, the estimate10 |ck,ℓ,j | ≤ ⟨k⟩−δ⟨ℓ⟩4δ⟨j⟩4δ. After opening modes j
and ℓ this term generates a contribution to the frequency of index k: ω̃k(ξ) = ck,ℓ,jξℓξj and we
have ∂ξℓω̃k = ck,ℓ,jξj . If j is very small, this term could be of order ⟨k⟩−δ⟨ℓ⟩4δ.
▷ About the amplitudes of the tori. Very schematically, if we denote by (rp)p∈N the sequence of
sizes of the circles that make up the infinite dimensional tori we are constructing, we strongly use,
as in [Pos02], that rp+1 can be chosen much smaller than rp. In a way we have an infinite reservoir
of smallness and this enables us to make assumptions such as “the adapted jet is of size r4000” in
our KAM theorem. The downside is that we relinquish all reasonable control over the decay of rp
(contrary to [BMP20] or [Con23]). More generally, we are not trying to optimize sizes.

9in fact ξ 7→ λ will be only Lipschitz and we have to adapt the twist condition but we omit this problem here.
10Indeed we can compute explicitly all the sixtic terms and we obtain (see for instance [BFG20] where these

terms are very useful) Z6 =
∑

k ̸=ℓ |uk|4|uℓ|2/(k − ℓ)2 which leads to a quite better estimates of ck,ℓ,j , but it is
difficult to expect such “convolution” structure to be stable at higher degree.
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