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Symmetrization and asymptotic stability in non-homogeneous fluids around stratified shear flows

Roberta Bianchini, Michele Coti Zelati, and Michele Dolce

ABSTRACT. Significant advancements have emerged in the theory of asymptotic stability of shear flows in stably stratified fluids. In this comprehensive review, we spotlight these recent developments, with particular emphasis on novel approaches that exhibit robustness and applicability across various contexts.
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1. Introduction

Under appropriate averaging, a significant portion of Earth’s oceans can be regarded as stably stratified fluids. These fluids exhibit dynamic behaviors described by fluctuations around a background density profile that increases with depth - a characteristic known as stable stratification [5]. In two-dimensional space and within a specific perturbative regime under the Boussinesq approximation [22], stably stratified fluids can be effectively characterized by what we refer to as the Boussinesq system around the stratified Couette flow, written as

\[
\begin{align*}
\partial_t u + y \partial_x u + (u \cdot \nabla) u + \nabla q &= -\beta^2 (0, \theta) + \nu \Delta u, \\
\partial_t \theta + y \partial_x \theta + (u \cdot \nabla) \theta &= u^y + \kappa \Delta \theta, \\
\nabla \cdot u &= 0,
\end{align*}
\]

(1.1)-(1.3)

where \( u = (u^x, u^y) \) represents the incompressible velocity field, \( q \) is the pressure term ensuring the divergence-free constraint (1.3), \( \theta \) denotes density, and \( \kappa \geq 0 \) as well as \( \nu \geq 0 \) serve as the diffusivity and viscosity coefficients, respectively. The parameter \( \beta^2 > 0 \), also known as the Brunt–Väisälä frequency, represents the maximum frequency of oscillations for internal gravity waves. While we refrain from providing an exhaustive derivation in this context (for a detailed derivation, see [22]), it is essential to note that the system (1.1)-(1.3) effectively characterizes the fluctuations around the stratified Couette flow \((\rho_c(y), u_c(y), q_c(y))\) given by

\[
\rho_c(y) = P_c - by, \quad u_c(y) = (y, 0), \quad q_c'(y) = -g \rho_c(y),
\]

(1.4)
where $\tilde{\rho}_c > 0$ represents the constant averaged density, $b > 0$ is another constant value, and $g$ corresponds to the gravitational constant. The stratified Couette flow described in (1.4) is a steady state solution for the incompressible non-homogeneous Euler-Boussinesq equations

$$
\tilde{\rho}_c(\partial_t + \tilde{\mathbf{u}} \cdot \nabla)\tilde{\mathbf{u}} + \nabla \tilde{q} = -g(0, \rho),
$$

(1.5)

$$(\partial_t + \tilde{\mathbf{u}} \cdot \nabla)\rho = 0,
$$

(1.6)

$$\nabla \cdot \tilde{\mathbf{u}} = 0,
$$

(1.7)

where $\rho$ is the fluid density. Equipped with the ansatz

$$\rho = \rho_c + b\theta, \quad \tilde{\mathbf{u}} = (y,0) + \mathbf{u}, \quad \tilde{q} = q_c + \tilde{\rho}_c q,$$

and defining

$$\beta^2 := -\frac{\rho_c'(y) g}{\tilde{\rho}_c} = \frac{b g}{\tilde{\rho}_c},
$$

(1.8)

equation (1.5) directly leads to (1.1) with $\nu = 0$, while (1.2), with $\kappa = 0$, can be similarly derived from (1.6). In the general case, the momentum equation (1.1) includes the term $\nu \Delta \mathbf{u}$, which models typical viscous effects encountered in Navier-Stokes equations. On the other hand, (1.2) incorporates the diffusivity term $\kappa \Delta \theta$, accounting for dissipation attributed to temperature/salinity variations and meso-scale eddies on the large-scale flow [22]. While in numerous geophysical phenomena, both viscosity and diffusivity can be neglected, resulting in the inviscid Boussinesq system around Couette (i.e., (1.1)-(1.3) with $\nu = \kappa = 0$), laboratory conditions often feature characteristic orders of magnitude: $\kappa \sim 10^{-9} m^2/s$ and $\nu \sim 10^{-5} m^2/s$, see [11]. Consequently, viscous effects can play a significant role. While some analysis of the fully dissipative case ($\nu, \kappa > 0$) and zero-diffusivity case ($\nu > 0, \kappa = 0$) for system (1.1)-(1.3) is provided herein, the primary focus of this note lies on the inviscid case, where $\nu = \kappa = 0$.

Our analysis focuses on investigating the decay properties of fluctuations $(\mathbf{u}, \theta)$ around the stratified Couette flow (1.4). In Section 2, we primarily focus on the linearized system (the linear part of (1.1)-(1.3)), and subsequently, in Section 3, we delve into the full nonlinear dynamics. It is worth noting that our approach to studying the linearized system can be extended to encompass other hydrostatic steady states beyond (1.4). For example, we can handle shear flows close to Couette as demonstrated in [4], resulting in a more expansive set of equations compared to (1.1)-(1.3). However, to maintain conciseness, we refrain from delving into such generalizations in this note. Introducing the vorticity, denoted as $\omega = \nabla \times \mathbf{u} = -\partial_y u_x + \partial_x u_y$, we can express equations (1.1)-(1.3) in the vorticity-stream formulation

$$\partial_t \omega + y \partial_x \omega = -\beta^2 \partial_x \theta + \nu \Delta \omega - \mathbf{u} \cdot \nabla \omega,
$$

(1.9)

$$\partial_t \theta + y \partial_x \theta = \partial_x \psi + \kappa \Delta \theta - \mathbf{u} \cdot \nabla \theta,
$$

(1.10)

where the stream function $\psi$ satisfies the Poisson equation $\Delta \psi = \omega$. We equip (1.9)-(1.10) with initial data

$$\omega(0, x, y) = \omega^{in}(x, y), \quad \theta(0, x, y) = \theta^{in}(x, y).$$

The linear part of this system, corresponding to the linearization of the Boussinesq system around the stratified Couette flow (1.4), reads

$$\partial_t \omega + y \partial_x \omega = -\beta^2 \partial_x \theta + \nu \Delta \omega,
$$

(1.11)

$$\partial_t \theta + y \partial_x \theta = \partial_x \psi + \kappa \Delta \theta.
$$

(1.12)

The stability of the stratified Couette flow (1.4), or more explicitly, the spectral stability of the linear system (1.12), is ensured by the Miles-Howard criterion [21, 18], which requires $\beta^2 > 1/4$. Interestingly, in 1975, Hartman [17] observed an enstrophy Lyapunov instability with a growth rate of $O(t^{1/2})$, despite the velocity field experiencing a decay rate of $O(t^{-1/2})$. In recent years, there have been significant contributions to the rigorous mathematical theory of asymptotic stability of the stratified Couette flow (refer to Section 2 for a precise definition). In this review, we highlight these developments.

The stability results presented here are explicitly quantified in terms of decay rates, characterized by the phenomena known as inviscid damping [3], as well as enhanced dissipation [7]. Please see Theorem 2.
and Section 4 for more details. Furthermore, we provide a (sketch of the) proof of the algebraic growth of vorticity $\omega$ and density gradient $\nabla \theta$, referred to as the shear-buoyancy instability, with a growth rate of $O(t^{1/2})$, thus confirming Hartman's observation [17]. This instability emerges from the interplay between non-trivial linear dynamics and the presence of the operator $y\partial_x$ (representing the Couette flow) in (1.1)-(1.3).

It is worth noting that enstrophy is conserved when density remains constant, reducing equations (1.1)-(1.3) with $\kappa = \nu = 0$ to the Euler equations [3]. Similarly, (linear) perturbations of the hydrostatic rest state $(\rho_c, (0, 0), q_c)$ with $q_c'(y) = -g\rho_c(y)$ are described by the equations

$$\begin{align*}
\partial_t u + (u^y, 0) + \nabla q &= -\beta^2(0, \theta), \\
\partial_t \theta - u^y &= 0, \\
\nabla \cdot u &= 0, \\
\end{align*}$$

(1.13)

which exhibit a purely oscillatory dynamics.

We initiate our discussion by addressing the spectral stability of system (1.11)-(1.12). In the subsequent sections, we will demonstrate that the well-known sufficient condition for spectral stability (the Miles-Howard criterion) is a crucial component of our approach for proving asymptotic stability. Specifically, it plays a vital role in establishing the time decay of fluctuations in both the linear (and later, the nonlinear) system, within appropriate Sobolev (for the linear case) and Gevrey (for the nonlinear case) spaces.

1.1. Spectral stability. The foundations of the mathematical theory of hydrodynamic stability can be traced back to the 19th century, with groundbreaking contributions from luminaries such as Stokes, Helmholtz, Kelvin, Rayleigh, Reynolds, and G. I. Taylor. This field primarily focuses on assessing the stability of fundamental fluid flow patterns, including vortices and parallel flows. For a comprehensive historical overview, the reader can refer to [14, 15], and references therein.

Most of the initial investigations in this field revolved around linear stability theory, often referred to as spectral stability. In simple terms, this theory seeks to determine whether infinitesimal initial disturbances resembling waves grow exponentially. To illustrate this concept, consider the abstract linear system

$$\partial_t U = \mathcal{L}_E U,$$

where $\mathcal{L}_E$ is a linear operator on a Hilbert space $H$, arising from the linearization of a nonlinear system around an equilibrium $U_E$. The notion of spectral stability can be stated as follows.

**Definition 1.1 (Spectral stability).** Let $\sigma(\mathcal{L}_E)$ be the spectrum of $\mathcal{L}_E$ in the Hilbert space $H$. The steady state $U_E$ is spectrally stable if $\sigma(\mathcal{L}_E) \cap \{c \in \mathbb{C} : \text{Re}(c) > 0\} = \emptyset$ and it is spectrally unstable if $\sigma(\mathcal{L}_E) \cap \{c \in \mathbb{C} : \text{Re}(c) > 0\} \neq \emptyset$.

In the context of homogeneous, incompressible, and inviscid fluids, characterized by equations (1.5)-(1.7) with $\rho = 1$ and $g = 0$, and considering parallel shear flows denoted as $u_E = (U(y), 0)$, a classical necessary condition for spectral instability arises from the Rayleigh inflection point theorem. This theorem asserts that $U$ is spectrally unstable if it has a non-degenerate inflection point [14].

For the Boussinesq equations around the hydrostatic rest state (1.13), a necessary and sufficient condition for spectral stability is the stable stratification assumption, i.e. $\rho'_c = -b < 0$. Searching for solutions to (1.13) of the form

$$\begin{align*}
\theta(t, x, y) &= \theta(y)e^{st+ikx}, \\
u(t, x, y) &= u(y)e^{st+ikx}, \\
q(t, x, y) &= q(y)e^{st+ikx},
\end{align*}$$

the linearized operator yields the Rayleigh-Taylor equation

$$-(u^y(y))'' + k^2 \left( 1 + \frac{\beta^2}{s^2} \right) u^y(y) = 0,$$

(1.14)

with $\beta^2$ in (1.8). Through an energy estimate, as detailed in [16], one can conclude that hydrostatic rest states exhibit spectral stability when $\rho'_c(y) \leq 0$ (i.e. $b \geq 0$) and spectral instability when $\rho'_c(y) > 0$ (i.e. $b < 0$).
In the stable scenario, the linearized system around hydrostatic rest states exhibits wave dynamics, where $\beta^2$ is indeed the maximum frequency of oscillations for internal gravity waves.

Consider now the case in which the hydrostatic steady state is not at rest, and the background density is an affine function as in (1.4), namely

$$\rho = \rho_c + b\theta, \quad \ddot{u} = (U(y), 0) + u, \quad \ddot{q} = q_c + \ddot{\rho} q_c.$$

Defining $\gamma(y) := s + ikU(y)$, the ansatz

$$\rho = \rho_c + b\theta, \quad \ddot{u} = (U(y), 0) + u, \quad \ddot{q} = q_c + \ddot{\rho} q_c,$$

gives

$$\ddot{p}_c(\gamma(y)u^x(y) + U'(y)u^y(y)) = -ikq(y), \quad (i)$$

$$\ddot{p}_c\gamma(y)u^y(y) = -\ddot{q}(y) - \ddot{\rho} \theta(y), \quad (ii)$$

$$\gamma(y)\theta(y) = bu^y(y), \quad (iii)$$

$$iku^x(y) + (u^y(y))' = 0 \quad \text{(divergence-free)}.$$

Taking now the derivative in $y$ of (i) and using the divergence-free condition yields

$$-\frac{ik}{\ddot{p}_c} \ddot{q}'(y) = \gamma'(y)u^x(y) + \gamma(y)(u^x(y))' + U''(y)u^y(y) + U'(y)(u^y(y))'$$

$$= \frac{i\gamma'(y)}{k}(u^y(y))' + \frac{i\gamma(y)}{k}(u^y(y))'' + U''(y)u^y(y) + U'(y)(u^y(y))',$$

while multiplying (ii) by $ik$ and using (iii), we deduce that

$$-\frac{ik}{\ddot{p}_c} \ddot{q}'(y) = ik\gamma(y)u^y(y) + ik\ddot{\rho} \theta(y) = ik\gamma(y)u^y(y) + \frac{ikb}{\ddot{p}_c\gamma(y)} \ddot{\rho} u^y(y).$$

Exploiting the above two identities for $\ddot{q}'$ leads to the Taylor-Goldstein equation (with the Boussinesq assumption, see [16] for more explanations)

$$-(u^y(y))'' + k^2 u^y(y) + \frac{ik}{\gamma(y)} U''(y)u^y(y) + \frac{k^2\beta^2}{\gamma^2(y)} u^y(y) = 0. \quad (1.16)$$

This is exactly Rayleigh-Taylor equation (1.14) when $v \equiv 0$. Introducing as in [18] the new variable

$$v(y) := \gamma^{-1/2}(y)u^y(y),$$

we obtain

$$\gamma^{1/2}(u^y(y))'' = \gamma^{1/2} \left( \frac{\gamma v'}{\gamma^{1/2}} \right)' + \gamma^{1/2} \left( \frac{\gamma v'}{\gamma^{1/2}} \right)' = (\gamma v')' + \frac{1}{2} (\gamma v')' - \frac{\gamma'}{2\gamma} \left( \gamma v' + \frac{1}{2} \gamma' v \right).$$

Multiplying (1.16) by $\gamma^{1/2}$ and using the above identity yields

$$-(\gamma v')' - \frac{1}{2} (\gamma v')' + \frac{\gamma'}{2\gamma} \left( \gamma v' + \frac{1}{2} \gamma' v \right) + k^2 \gamma v + ikU''(y) + \frac{k^2\beta^2}{\gamma} v = 0.$$

Taking the product with the complex conjugate $\pi$, integrating by parts the first addend, exploiting the cancellations and keeping only the real terms, as $(\gamma')^2 = -k^2(U')^2$, we end up with

$$\text{Re}(s) \int_0^1 |v'|^2 + k^2 |v|^2 + \frac{k^2(U')^2}{|\gamma|^2} \left( \frac{\beta^2}{(U')^2} - \frac{1}{4} \right) |v|^2 = 0.$$

We thus deduce that $\text{Re}(s) = 0$ (spectral stability) under the Miles-Howard criterion [18]

$$\text{Ri}(y) := \frac{\beta^2}{(U'(y))^2} > \frac{1}{4}. \quad (V-4)$$
In the case of the stably stratified Couette flow (1.4), where \( U' \equiv 1 \), the Brunt–Väisälä frequency and the Richardson number coincide, giving

\[
\beta^2 > \frac{1}{4}. \tag{1.17}
\]

**Remark 1.2.** The threshold 1/4 is optimal but the Miles-Howard criterion is only a sufficient condition for spectral stability: notice indeed that in the homogeneous case \( \rho = 1 \), any shear flow without inflection point is spectrally stable by Rayleigh’s theorem.

2. Linearized asymptotic stability

There are several ways to study the longtime dynamics of (2.7), some of which involve finding an explicit solution in terms of hypergeometric functions [23] or Whittaker functions [9, 10], at least when \( \nu = \kappa = 0 \). The approach developed in [4] is instead based on an energy method, which well adapts to the nonlinear setting [2], or the viscous one as we show below.

For any function \( f : T \times \mathbb{R} \to \mathbb{R} \), we use the notation

\[
f_0 = \frac{1}{2\pi} \int_T f(x, \cdot) \, dx, \quad f_\neq = f - f_0.
\]

At the linear level, the zero mode in \( x \) does not play any significant role in the dynamics of (1.11)-(1.12), as it is simply conserved (when \( \nu = \kappa = 0 \)) or diffused (when \( \nu, \kappa > 0 \)). The asymptotic stability in the inviscid case \( \nu = \kappa = 0 \) can be phrased as in the following result. The basic assumption is the spectral stability condition (1.17), and the notation is

**Theorem 1 (Linear inviscid damping and instability, [4]).** Let \( \beta > 1/2, \) and define

\[
C_\beta := \left[ \frac{2\beta + 1}{2\beta - 1} \exp \left( \frac{1}{2\beta - 1} \right) \right]^{1/2}. \tag{2.1}
\]

Then there hold the linear inviscid damping estimates

\[
\| \theta_\neq(t) \|_{L^2} + \| u^\neq(t) \|_{L^2} \lesssim C_\beta(t)^{-1/2} \left[ \| \omega_{\neq}^{in} \|_{L^2} + \| \theta_{\neq}^{in} \|_{H^1} \right], \tag{2.2}
\]

\[
\| u^\neq(t) \|_{L^2} \lesssim C_\beta(t)^{-1/2} \left[ \| \omega_{\neq}^{in} \|_{H^1} + \| \theta_{\neq}^{in} \|_{H^2} \right], \tag{2.3}
\]

and the shear-buoyancy instability estimate

\[
\| \omega_{\neq}(t) \|_{L^2} + \| \nabla \theta_{\neq}(t) \|_{L^2} \gtrsim \frac{1}{C_\beta(t)}(t)^{1/2} \left[ \| \omega_{\neq}^{in} \|_{H^{-1}} + \| \theta_{\neq}^{in} \|_{L^2} \right], \tag{2.4}
\]

for every \( t \geq 0 \).

The symbols \( \lesssim \) and \( \gtrsim \) only hide absolute constants, independent of \( \beta \). In stark contrast to the homogeneous Couette flow [3], the system undergoes a Lyapunov instability (2.4). This can be considered the reason why the decay rates in (2.2)-(2.3) are slower by a factor of \( t^{1/2} \), compared to those that can be obtained in the constant density case. From a physical viewpoint, density stratification induces creation of vorticity and hence an algebraic growth in \( L^2 \). Nonetheless, density is not simply transported (hence conserved in \( L^2 \)), but decays due to buoyancy mechanism.

This mechanism affects also the dissipative behavior of the equations, which we firstly analyze in the case when \( \nu, \kappa > 0 \) are comparable.
Figure 1. Numerical simulation of the linearized system with $\nu = \kappa = 0$. On the top-left the initial data with zero vorticity perturbation (the background vorticity and density are not plotted). On the top-right we see the evolution at time $t = 0.1$, where dipoles are created to restore the equilibrium state (heavier density at the bottom). The bottom-left figure shows the evolution at time $t = 16$, where the effect of shearing is evident. Observe that the density is fading out at the center, which is in stark contrast compared to the standard advection by the Couette flow. The colors of these three figures are not scaled with magnitude for visualization reasons. Finally, on the bottom-right we see a plot of the $L^2$ norms of density, vorticity and velocity fields components. Notice the $\sqrt{t}$ behavior of the vorticity (the yellow curve).

**Theorem 2 (Linear enhanced dissipation).** Let $\beta > 1/2$, assume that $\nu, \kappa > 0$ satisfy
\[
\frac{\max\{\nu, \kappa\}}{\min\{\nu, \kappa\}} < 4\beta - 1,
\]
(2.5)
and define the strictly positive number
\[
\lambda_{\nu, \kappa} := \min\{\nu, \kappa\} \left(1 - \frac{1}{4\beta} - \frac{1}{4\beta} \max\{\nu, \kappa\} \min\{\nu, \kappa\}\right).
\]
Then
\[
\|\omega \neq 0(t)\|_{L^2} + \langle t \rangle \|\theta \neq 0(t)\|_{L^2} \lesssim C_\beta(t)^{1/2} e^{-\frac{1}{24} \lambda_{\nu, \kappa} k^2 t^3} \left[\|\omega^0 \neq 0\|_{L^2} + \|\theta^0 \neq 0\|_{H^1}\right],
\]
for every $t \geq 0$.

Similar estimates on the velocity $(u_x^0, u_y^0)$ can be obtained, since the proof of this theorem is based on precise pointwise estimates in the Fourier side. In particular, when setting $\nu = \kappa$ and then sending them to 0, one recovers all the estimates in Theorem 1.

Remark 2.1. The condition (2.5) is the same identified in [8] to prove enhanced dissipation in the three-dimensional Boussinesq equations. It reduces to (1.17) when $\nu = \kappa$.

2.1. A new symmetrization scheme. The transport structure of system (1.11)-(1.12) suggests the linear change of variable
\[
z = x - yt,
\]
(2.6)
and the consequent redefinition of the unknowns involved as 
\[ \Omega(t, z, y) = \omega(t, x, y), \quad \Theta(t, z, y) = \theta(t, x, y), \quad \Psi(t, z, y) = \psi(t, x, y). \]

In this moving frame, the Laplace operator becomes \( \Delta_L := \partial_z^2 + (\partial_y - t \partial_x)^2 \) and the equations (1.11)-(1.12) take the form
\[
\partial_t \Omega = -\beta^2 \partial_z \Theta + \nu \Delta_L \Omega, \quad \partial_t \Theta = \partial_t \Psi + \kappa \Delta_L \Theta. \tag{2.7}
\]
along with the relation \( \Delta_L \Psi = \Omega. \)

Passing to Fourier variables \( \mathbb{T} \times \mathbb{R} \ni (z, y) \mapsto (k, \eta) \in \mathbb{Z} \times \mathbb{R} \) and denoting the symbol associated to \(-\Delta_L\) as
\[
p(t, k, \eta) = k^2 + (\eta - kt)^2, \quad \partial_t p(t, k, \eta) = -2k(\eta - kt),
\]
we arrive at the system
\[
\partial_t \hat{\Omega} = -i\beta^2 k \hat{\Theta} - \nu p \hat{\Omega}, \quad \partial_t \hat{\Theta} = -\frac{i}{p} \hat{\Omega} - \kappa p \hat{\Theta}. \tag{2.8}
\]
The idea is to symmetrize this system via time-dependent Fourier multipliers and use an energy functional for the new auxiliary variables
\[
Z(t, k, \eta) := \left( \frac{p}{k^2} \right)^{-1/4} \hat{\Omega}(t, k, \eta), \quad Q(t, k, \eta) := \left( \frac{p}{k^2} \right)^{1/4} i k \beta \hat{\Theta}(t, k, \eta). \tag{2.9}
\]

for which (2.8) takes the particularly amenable form
\[
\partial_t Z = -\frac{1}{4} \frac{\partial_t p}{p} Z - |k| \beta p^{-1/2} Q - \nu p Z, \quad \partial_t Q = \frac{1}{4} \frac{\partial_t p}{p} Q + \frac{1}{2} \frac{\partial_t p}{p} \Re \left( Z(t) \overline{Q(t)} \right). \tag{2.10}
\]

Since \( |\partial_t p/(kp^{1/2})| \leq 2 \), the energy is coercive for \( \beta > 1/2 \) with
\[
\frac{1}{2} \left( 1 - \frac{1}{2\beta} \right) \left[ |Z|^2 + |Q|^2 \right] \leq E \leq \frac{1}{2} \left( 1 + \frac{1}{2\beta} \right) \left[ |Z|^2 + |Q|^2 \right], \tag{2.11}
\]
and satisfies the energy identity
\[
\frac{d}{dt} E = \frac{1}{4\beta} \partial_t \left( \frac{\partial_t p}{|k| p^{1/2}} \right) \Re \left( Z \overline{Q} \right) - \nu p |Z|^2 - \kappa p |Q|^2 - \frac{\nu + \kappa}{4\beta} \frac{\partial_t p}{|k| p^{1/2}} \Re \left( Z \overline{Q} \right). \tag{2.12}
\]
From this, we can infer the key information needed to prove Theorems 1-2.

**Proposition 2.2.** Let \( \beta > 1/2 \). If \( \nu = \kappa = 0 \), then for every \( t \geq 0 \) there holds
\[
\frac{1}{C^2 \beta} \left[ |Z(0)|^2 + |Q(0)|^2 \right] \leq |Z(t)|^2 + |Q(t)|^2 \leq C^2 \beta \left[ |Z(0)|^2 + |Q(0)|^2 \right], \tag{2.13}
\]
where \( C^2 \beta \) is given in (2.1). If \( \nu, \kappa > 0 \) comply with (2.5), then there holds
\[
|Z(t)|^2 + |Q(t)|^2 \leq C^2 \beta e^{-\frac{\nu + \kappa}{4\beta} \frac{p}{k} t^2} \left[ |Z(0)|^2 + |Q(0)|^2 \right], \tag{2.14}
\]
for every \( t \geq 0 \).

**Proof.** When \( \nu = \kappa = 0 \), identity (2.12) and the coercivity (2.11) imply that
\[
-\frac{1}{2(2\beta - 1)} \partial_t \left( \frac{\partial_t p}{|k| p^{1/2}} \right) E \leq \frac{d}{dt} E \leq \frac{1}{2(2\beta - 1)} \partial_t \left( \frac{\partial_t p}{|k| p^{1/2}} \right) E.
\]
Integrating the inequality, using again that \(|\partial_t p/(kp^{1/2})| \leq 2\) and the coercivity (2.11), we obtain precisely (2.13). Now, when \(\nu, \kappa > 0\), we observe that
\[
\frac{\nu + \kappa}{4\beta} \frac{\partial_t p}{|k|p^{1/2}} \text{Re}(ZQ) \leq \frac{\nu + \kappa}{4\beta} p \left[ |Z|^2 + |Q|^2 \right],
\]
Thanks to (2.5), the constants
\[
\lambda_\mu := \nu - \frac{\nu + \kappa}{4\beta}, \quad \lambda_\kappa := \kappa - \frac{\nu + \kappa}{4\beta}, \quad \lambda_{\nu,\kappa} = \min\{\lambda_\mu, \lambda_\kappa\}
\]
are all strictly positive, and the energy identity (2.12) implies
\[
\frac{d}{dt} E \leq \frac{1}{2(2\beta - 1)} \partial_t \left( \frac{\partial_t p}{|k|p^{1/2}} \right) E - \frac{4\beta}{2\beta + 1} \lambda_{\nu,\kappa} p E,
\]
so that
\[
E(t) \leq \exp \left( \frac{1}{2\beta - 1} \right) \exp \left( -\frac{\beta}{3(2\beta + 1)} \lambda_{\nu,\kappa} k^2 t^3 \right) E(0),
\]
and (2.14) follows. □

The proof of Theorems 1-2 now follows from reverting back to the original variables (see [4] for details). The decay/growth rates are encoded in the weights \(p^{\pm 1/4} \sim (t)^{\pm 1/2}\) of the symmetric variables (2.9). Theorem 1 was proved in [4] in the more general case when the background flow is a shear flow close to the Couette flow. Theorem 2 is essentially contained in [26], without any restriction on \(\beta\). The proof here is different and captures both inviscid damping and the sharp algebraic growth of the vorticity, at the cost of requiring the spectral stability condition at the inviscid level.

**Remark 2.3.** The symmetrization scheme above is very robust: it is applicable in various contexts, such as compressible fluids [1], magneto-hydrodynamics [13], and three-dimension Boussinesq [8]. As we shall see later, capturing the optimal energy structure leads to quantitative improvements on the related nonlinear transition thresholds problems [13, 24]. We believe that, in fact, this procedure works in other coupled systems arising from geophysical/astrophysical models involving the Couette flow.

**Remark 2.4.** There is an intuitive explanation for the definition of the symmetric variables and their associated energy functional (2.12). The weights are determined in the following way:

(a) impose that the anti-symmetric terms are equal in modulus but with opposite signs after weighting;
(b) require that the weight for one variable is the inverse of the weight of the other variable (up to constants).

Point (a) ensures the cancellation of antidiagonal terms in energy estimates. Point (b) allows us to eliminate non-integrable error terms resulting from the non-commutation between weights and time derivatives. This is achieved by introducing mixed terms in the energy functional.

To derive the energy functional \(E\), one can initially assume that all the factors multiplying the variables are time-independent. Then we can choose the mixed term so that the energy is coercive and constant, namely showing that the constant coefficient dynamics lies on an ellipse in phase-space.

**Remark 2.5.** As the limit \(\beta \to \infty\) is approached, buoyancy forces dominate and the influence of the background shear is negligible. Consequently, the constant \(C_\beta\) converges to 1, indicating the conservation of symmetric variables. This limit effectively restores the model described by (1.13), representing the case of zero background flow (1.13).

**2.2. The zero-diffusivity case.** The condition (2.5) on the comparability of the viscosity and the diffusivity is crucial for the proof of Theorem 2. However, a physically relevant case is when \(\kappa = 0\) and \(\nu > 0\), where \(\theta\) really plays the role of the density of an incompressible, stratified, viscous fluid. The problem has been address in [19], where a careful analysis of the full nonlinear system has been carried out for Gevrey-regular initial data. At the linearized level, the result of [19] can be phrased as follows.
THEOREM 3 (Stability in the non-diffusive case, [19]). Let $\beta, \nu > 0$ and $\kappa = 0$ in (1.11)-(1.12). Then there hold the asymptotic stability estimates

$$
\|\omega(\mathbf{x},t)\|_{L^2} + \langle t \rangle \|u^\mathbf{x}(t)\|_{L^2} + \langle t \rangle^2 \|u^\mathbf{y}(t)\|_{L^2} \lesssim \langle t \rangle^{-2} \left( \|\omega(\mathbf{x},t)\|_{H^4} + \|\theta(\mathbf{x},t)\|_{H^4} \right),
$$

and

$$
\|\theta(\mathbf{x},t)\|_{L^2} \lesssim \|\omega(\mathbf{x},t)\|_{H^4} + \|\theta(\mathbf{x},t)\|_{H^4},
$$

for every $t \geq 0$.

The crucial differences with the previous cases is that $\theta$ does not decay and, despite dissipation, $\omega$ only decays algebraically. It is worth noticing that the above theorem does not claim any enhanced dissipation, as the constants hidden by $\lesssim$ depend (in a quite bad way, in fact) on $\nu$. Interestingly, no condition on $\beta$ is required.

In the usual moving frame (2.6), the linearized system (2.8) reads

$$
\partial_t \hat{\Omega} = -i\beta^2 k \hat{\Omega} - \nu p \hat{\Theta}, \
\partial_t \hat{\Theta} = -\frac{ik}{p} \hat{\Omega}.
$$

The analysis of such system in nontrivial, as in the equation for $\hat{\Omega}$ there is a competition between the buoyancy force and the viscosity. This aspect is captured by the good unknown

$$
\Sigma := -\beta^2 ik \hat{\Theta} - \nu p \hat{\Omega},
$$

which satisfies the equation

$$
\partial_t \Sigma + \nu p \Sigma = -\frac{\beta^2 k^2}{p} \hat{\Theta} + \nu \partial_t \partial_p \hat{\Theta}.
$$

Writing the system for $(\Sigma, \hat{\Theta})$, and performing an energy estimate on $|\Sigma|^2 + |\hat{\Theta}|^2$, we find that

$$
|\Sigma(t)|^2 + |\hat{\Theta}(t)|^2 \lesssim_{\nu, \beta} |\Sigma(0)|^2 + |\hat{\Theta}(0)|^2,
$$

and therefore (2.15) entails the algebraic decay estimate

$$
|\hat{\Omega}(t)| \lesssim \frac{1}{k^2 + (\eta - kt)^2} \left[ |\Sigma(0)| + |\hat{\Theta}(0)| \right].
$$

From this pointwise estimate in frequency space, it is not hard to obtain Theorem 3.

3. Inviscid nonlinear stability

Now we consider the full nonlinear inviscid system, i.e. (1.9)-(1.10) with $\nu = \kappa = 0$. From the linearized problem studied in the previous section, we know that the behavior of $u_0$ and $u_{\neq}$ is fundamentally different: for the $x$-average we do not have any inviscid decay mechanism acting, whereas for $u_{\neq}$ we have the inviscid damping estimates in Theorem 1. However, thanks to $\nabla \cdot u = 0$, we know that $u_0 = (u_0(t, y), 0)$, meaning that this part of the velocity field is a time-dependent shear flow. It is therefore natural to rewrite the equations (1.9)-(1.10) as

$$
\partial_t \omega + (y + u_0(t, y)) \partial_x \omega = -\beta^2 \partial_x \theta - u_{\neq} \cdot \nabla \omega,
\partial_t \theta + (y + u_0(t, y)) \partial_x \theta = \partial_x \psi - u_{\neq} \cdot \nabla \theta.
$$

For an initial perturbation of size $O(\varepsilon)$, we might hope to treat $u_0$ perturbatively at most on a time-scale $O(\varepsilon^{-1})$, which is the natural time-scale on which the linearized dynamics can be thought to be a good approximation. For longer times, we need to handle the zero $x$-mode differently: we remove it through a nonlinear change of coordinates by defining

$$
v = y + \frac{1}{t} \int_0^t u_0(\tau, y) d\tau, \quad z = x - vt \tag{3.1}
$$

This was indeed one of the key ideas introduced in [3] for the 2D Euler equations. This approach can be viewed as a hybrid perspective combining the Lagrangian and the Eulerian frameworks. The change of
coordinates follows on the characteristics determined by the leading order component of the velocity (at long times), provided that inviscid damping is indeed sustained.

On the other hand, due to the instabilities of the linearized problem, we expect that \( \omega \approx O(\sqrt{t} \varepsilon) \). Therefore, the best time-scale on which one can hope to handle \( u_\pm \cdot \nabla \omega \) perturbatively is \( t \ll \varepsilon^{-2} \). This is precisely quantified in the main theorem in [2], obtained in collaboration with Bedrossian. We present below a simplified version of it, in order to highlight the analogies with Theorem 1. We need the following notation for the statement: for any function \( f : \mathbb{T} \times \mathbb{R} \to \mathbb{R} \) and \( 0 < s \leq 1 \), we define the Gevrey–1/s norm as

\[
\| f \|_{G^{\lambda,s}} := \sum_{k \in \mathbb{Z}} e^{2\lambda|k|+|\eta|^s} |f(k, \eta)|^2 d\eta.
\]

**Theorem 4** (Nonlinear inviscid damping and instability, [2]). Let \( \beta > 1/2 \). For all \( s \in (1/2, 1] \) and \( \lambda_0 > 0 \), there exists \( \delta = \delta(\beta, s, \lambda_0) \in (0, 1) \) and \( \varepsilon_0 = \varepsilon_0(\beta, s, \lambda_0) \in (0, \delta) \) such that the following holds true: let \( \varepsilon \leq \varepsilon_0 \) and assume that

\[
\| u^{in} \|_{L^2} + \| \omega^{in} \|_{G^{\lambda_0,s}} + \| \theta^{in} \|_{G^{\lambda_0,s}} \leq \varepsilon.
\]

Then, for all \( 0 \leq t \leq \delta^{-2} \), there hold the nonlinear inviscid damping estimates

\[
\| u_\pm(t) \|_{L^2} + \| \theta_\pm(t) \|_{L^2} + \| \theta(t) \|_{L^2} \lesssim \frac{\varepsilon}{\langle t \rangle^{1/2}}.
\]

Moreover, there exists \( K = K(\beta, \lambda_0, s) \) such that if

\[
\| \omega_\pm(t) \|_{H^{-1}} + \| \theta^{in} \|_{L^2} \geq K\varepsilon,
\]

the shear-buoyancy instability estimate

\[
\| \omega_\pm(t) \|_{L^2} + \| \nabla \theta_\pm(t) \|_{L^2} \approx \langle t \rangle^{1/2} \varepsilon
\]

holds true for all \( 0 \leq t \leq \delta^{-2} \).

In the above result, it is evident that the linearized behavior encoded in Theorem 1 persists (qualitatively) throughout the entire time interval \([0, \delta^{-2}]\). The \( \varepsilon^{-2} \) time-scale is significantly longer compared to the \( \varepsilon^{-1} \) range within which linear properties are typically expected to propagate. However, two crucial distinctions are noteworthy:

(i) The initial datum is extremely smooth, as precisely quantified by (3.2);

(ii) In the nonlinear setting, we control the variables in the nonlinear moving frame (3.1).

For what concerns (i), this smoothness is linked to derivative losses within the system. These losses are quite severe and connected to an inverse cascade mechanism. The use of the Gevrey class is now a standard approach in such problems, as seen in [3], and in the 2D Euler case, it has been demonstrated that \( s = 1/2 \) is the optimal choice to prove asymptotic stability of the vorticity (see [12]). Further details on the mechanism behind derivative losses are provided in Section 3.1, where the expected worst case scenario is explained. Once this is understood, in Section 3.3 we discuss some properties of the weights needed to to carry out the energy estimates, upon which the proof of Theorem 4 is based.

We do not discuss the major technical difficulties related to (ii), primarily concerning energy estimates at the highest level of required regularity. These challenges go beyond the scope of this introductory note to the problem. Consequently, we will ignore the \( \mathcal{Q} \)-averages in the sequel. Indeed, our strategy and proof ideas are rooted in the intuition developed from the linearized problem and toy models excluding 0.

**Remark 3.1** (On the physical significance of the zero mode). The presence of \( u_0 \) not only presents a technical challenge but also entails crucial physical aspects that must not be overlooked. In the 2D Euler case, having that \( u_\pm \to 0 \) strongly in \( L^2 \) implies that the kinetic energy of the full solution\(^1\), a conserved quantity, must be concentrated all in the shear flow \( y + u_0^\infty(y) \), where \( u_0^\infty \) is the infinite-time limit of the

\(^1\)In \( \mathbb{T} \times \mathbb{R} \), the Couette flow has infinite energy, but this line of reasoning easily adapt to the finite channel where similar results are true at least for perturbations supported away from the boundary.
zero-th mode. This phenomenon is a consequence of the inverse cascade in 2D fluids, where, in order to preserve kinetic energy, information is transferred from small spatial scales to larger ones, in this case represented by the zero mode.

In the Euler-Boussinesq equations (1.5)-(1.6), the conserved quantity is the sum of kinetic and potential energy

$$\frac{1}{2} \int |\tilde{u}|^2 dx dy + \frac{\alpha}{\rho c} \int \theta y dx dy.$$ 

Since both density and velocity undergo inviscid damping, and the above quantity is conserved, they cannot be concentrated all at high x-frequencies. Therefore, we will consider only the term

$$\nabla \cdot \Delta_L \tilde{G}.$$ 

In the Fourier space, we know that

$$\nabla \cdot \Delta_L \tilde{G} = \Delta_L \tilde{G}.$$ 

Namely, some factors of time cancel out and at first glance, one might hope that this term is integrable over time, considering that \(\Delta_L \) scales as \(t^{-2}\). This is of course hopeless due to the loss of regularity associated with achieving such decay. Consequently, we must gain a more precise understanding of the structure of the nonlinear term.

Inspired by the linearized problem, the good quantities to control are the symmetric variables \(Z, Q\) (rigorously defined now with the change of coordinates (3.1)). When we retain only the nonlinear term in the equation for \(Z\), a first approximation is

$$\partial_t Z = (k^2/p)^{1/4} \mathcal{F}(\nabla^\perp \Delta_L^{-1} \Omega \cdot \nabla \Omega).$$ 

In the Fourier space, we know that

$$|\mathcal{F}(\nabla^\perp \Delta_L^{-1} \Omega \cdot \nabla \Omega)| \leq \frac{|\eta| + 1}{k^2} \frac{1}{1 + (\frac{k}{\ell} - t)^2} |\hat{\Omega}(k, \eta)| = \frac{|\eta| + 1}{k^2} \frac{1}{1 + (\frac{k}{\ell} - t)^2} |Z(k, \eta)|$$ 

When \(|\eta| \gg k^2\) and \(t\) is close to \(\eta/k\) (the Orr’s critical time [3]), we see that this term can be extremely large. Being the equation nonlinear, the term in (3.3) might as well excite neighbouring frequencies leading to potentially enormous growth in the system due to an inverse cascade mechanism. Indeed, the critical time for the mode \(k\) is \(t_k = \eta/k\), which is before the one for the mode \(k - 1\), that is \(t_{k-1} = \eta/(k - 1)\). To mimic this possible inverse cascade, the worst possible case is when \(\nabla^\perp \Delta_L^{-1} \Omega \cdot \nabla \Omega\) is at very high-frequencies whereas \(\nabla \Omega\) is at low frequencies. In the opposite regime, we can hope to pay regularity on the velocity field in order to get back integrability in time. When the two terms are at comparable frequencies, it is enough to allow some continuous, but finite, loss of derivatives in time. Therefore, we will consider only the term \(\partial_t \Delta_L^{-1} \Omega \cdot \nabla \Omega\) (associated with the \(|\eta|/k^2\) growth). The next (brutal) approximation is to assume that \(\partial_t \Omega\)

only lives at frequencies \(k = \pm 1, \eta = 0\) so that we can write explicitly

$$\partial_t Z(k, \eta) = \frac{|k|^{1/2}}{p(k, \eta)^{1/4}} \sum_{\ell = k \mp 1} \frac{\pm \eta}{\ell^2 + (\eta - \ell t)^2} \hat{\Omega}(\ell, \eta) \hat{\Omega}(\pm 1, 0)$$

$$= \frac{1}{(1 + (t - \eta/k)^2)^{1/4}} \sum_{\ell = k \mp 1} \frac{\pm \eta}{\ell^2(1 + (t - \eta/\ell)^2)^{3/4}(1 + t^2)^{1/4} Z(\ell, \eta) Z(\pm 1, 0)},$$

where in the last line we used the definition of \(Z\) in (2.9). We are thus left with a system of ODEs that is approximating the interactions of the frequency \(k\) with the neighbouring ones \(k \pm 1\). We restrict our attention to the time interval \(|t - \eta/k| \leq |\eta|/k^2\), which is when the term in (3.3) is dangerous. To get an easy ODE to study, we consider only the interactions between \(k\) and \(k - 1\) (to mimic the inverse cascade) and we assume
that $Z(\pm 1, 0) = \varepsilon$. Since $|t - \eta/k| \leq |\eta|/k^2$, we know that $|t - \eta/(k - 1)| \gtrsim |\eta|/k^2$. Hence, ignoring signs and assuming $\eta > 0$ we arrive at the coupled system of ODEs

$$
\partial_t Z_k = \left(\frac{k^2}{\eta}\right)^{1/2} \frac{\varepsilon \sqrt{1 + t}}{(1 + (t - \eta/k)^2)^{1/4}} Z_{k-1},
$$

(3.4)

$$
\partial_t Z_{k-1} = \left(\frac{\eta}{k^2}\right)^{1/2} \frac{\varepsilon \sqrt{1 + t}}{(1 + (t - \eta/k)^2)^{3/4}} Z_k,
$$

(3.5)

that has to be considered for $|t - \eta/k| \leq |\eta|/k^2$.

**Remark 3.2.** The approximations done to obtain this toy model are analogous to the ones in the 2D Euler case [3]. However, here the relations between the $k$ and $k - 1$ modes are different: in the equation for $Z_k$ we have a time-dependent factor in front of $Z_{k-1}$, whereas in the 2D Euler case only some power of $k^2/\eta$ is present. This is related to the fact that the symmetric variable $Z$ requires less regularity than $\Omega$. Moreover, notice the term $\varepsilon \sqrt{1 + t}$ at the numerator. This is a first clear indication of why we need to work on a time-scale $t = O(\varepsilon^{-2})$, because otherwise we have some exponential growth (hence loss of regularity since $t \approx \eta/k$) that will break down any nonlinear perturbative argument. On the other hand, for $t \lesssim \varepsilon^{-2}$, thanks to some standard energy estimate we are able to prove that if $|Z_k| = |Z_{k-1}| = 1$ then

$$
|Z_k(t)| + |Z_{k-1}(t)| \lesssim (\eta/k^2)^c, \quad |t - \eta/k| \leq |\eta|/k^2, \quad t \lesssim \varepsilon^{-2},
$$

for some constant $1 < c < 4$. That is, we have at most an algebraic loss of derivatives in the time-interval $|t - \eta/k| \leq |\eta|/k^2$.

Starting at time $t = \eta/k$ and investigating what happens at $\eta/(k - 1)$ and so on, the behavior resembles that of the picture below

\[
\begin{array}{cccccc}
Z_k & Z_{k-1} & Z_{k-2} & \cdots & Z_1 & t \\
\frac{\eta}{k} & \frac{\eta}{k-1} & \frac{\eta}{k-2} & \cdots & \frac{\eta}{k-2} & \eta
\end{array}
\]

This cascade is only relevant for $|k| \leq \sqrt{\eta}$, hence, thanks to Stirling’s approximation we obtain that the worst possible growth on $Z_1$ is of order

$$
Z_1(\eta) \approx \left(\frac{\eta^k}{k!^2}\right)^c \lesssim \frac{1}{\sqrt{\eta}} e^{-c_0 \sqrt{\eta}},
$$

(3.6)

suggesting the Gevrey-2 regularity loss.

**3.2. The weighted energy functional.** Having a good guess for the worst case scenario in terms of growth/loss of regularity, the idea is to first construct a Fourier multiplier $w(t, k, \eta)$ mimicking the behavior of the toy model (3.4)-(3.5). Its definition is rather technical, but let us explain the main features needed. First, we want $w$ to be piecewise smooth and increasing in time so that when we study

$$
\partial_t (w^{-1} Z) = -\partial_t w (w^{-1} Z) + \text{other terms},
$$

(3.7)

we gain some damping term from $-\partial_t w/w < 0$. This term will help us absorb the nonlinear errors related to the toy model. However, it is important to note that it also weakens our norms, leading to a continuous loss of derivatives over time, which is a standard argument in Cauchy-Kovalevskaya type results.

In our case, for fixed frequencies $k, \eta$, we need to distinguish carefully the behavior near resonant times $|t - \eta/k| \leq |\eta|/k^2$ and outside. We expect that on each time interval of size $\eta/\ell^2$ with $\ell = 1, \ldots, \sqrt{\eta}$ the $k$-th mode experiences growths of order some powers of $\eta/k^2$. But we have to study also the difference between the growth on resonant and non-resonant time, a feature that reflects in an imbalanced weight both in time and frequencies. Moreover, on account of (3.6), it must allow for a loss of derivatives of order $e^{\sqrt{\eta}}$. The full construction can be found in [2]*Section 4, but it behaves heuristically as in the drawing below.
The actual weight $A(t,k,\eta)$ used is composed of three main pieces,

$$A(t,k,\eta) = e^{\lambda(t)(\eta/k)^s} \left( m^{-1} w^{-1}(t,k,\eta) \right) + \text{technical corrections},$$

where $w$ is the weight based on the toy model. The exponent $0 < \lambda_\infty \leq \lambda(t) \leq \lambda_0$ is decreasing continuously in time, allowing for a loss of an infinite numbers of derivatives but is always comparable to a Gevrey-1/s space with different radius of regularity $\lambda$. The weight $m$ is instead introduced to handle the linear error terms, because in the nonlinear argument we cannot hope to argue at fixed $k,\eta$ frequencies as in Section 2. The definition of $m$ already appeared in other related problems and its main property is that $\partial_t m/m \approx (1 + (t - \eta/k)^2)^{-1}$.

With the weight $A$ at hand, we need to define the energy functional. The first guess is to directly adapt the one that already works in the linear case, see (2.10), namely

$$E_L(t) = \frac{1}{2} \left( \| (AZ)(t) \|_{L^2}^2 + \| (AQ)(t) \|_{L^2}^2 + \frac{1}{2\beta} \left\langle \left( \frac{\partial P}{\partial t} - \frac{1}{|k|^{1/2}p} AZ \right)(t), (AQ)(t) \right\rangle_{L^2} \right).$$

The goal is to bootstrap the estimate $E_L(t) \lesssim \varepsilon^2$ for all $t \leq \varepsilon^{-2}$, from which the bounds in Theorem 4 would follow by going back to the original variables (for the lower bound an additional Duhamel argument is needed). Unfortunately, due to errors related to $\theta_0, u_0$, the control of this functional is not sufficient to close the bootstrap. Indeed, the variables $Z, Q$ do not have enough regularity to close the required estimates on the zero modes ($Z$ is essentially half derivative of the velocity field). To overcome this problem, the natural energy

$$E_n(t) := \frac{1}{2} \left( \| (A\Omega)(t) \|_{L^2}^2 + \beta^2 \| (A\nabla L\Theta)(t) \|_{L^2}^2 \right)$$

is introduced. This would in fact be the first energy functional to try if one aims at proving the bounds in Theorem 4. Notice that this energy functional is at the highest level of regularity and, due to the growth observed in the linearized problem, we expect that $E_n(t) \lesssim \varepsilon^2 t$. With the last bound at hand, the estimates in Theorem 4 would again follow and therefore the introduction of $Z, Q$ seems useless. However, the time-derivative of $E_n$ introduces a linear error whose control is equivalent at having the bounds on $AQ$, see [2]*Remark 2.6.

There is also another energy functional related to the change of coordinates which we do not discuss here, see [2]*Remark 2.5. This energy functional bears similarities with the one introduced in [3] for the change of coordinates. However, in [2] a better control of the $x$-averages is needed.

### 3.3. The bootstrap argument

When taking the time derivative of one of the energy functionals, terms with a good sign appear from the time-derivative of the weight $A$, as in (3.7), sometimes called Cauchy-Kovalevskaya terms. However, several nonlinear error terms are generated. Even in the toy model, there is a significant disparity in the behavior of the velocity field and vorticity/density across different frequency regimes. Hence, one has to split the nonlinear terms to account for the different regimes (essentially a paraproduct decomposition with more frequency regions than usual).
First, for some terms one can exploit the transport structure; in these cases, commutators appear. For instance, for any incompressible vector field $V$ and function $G$ we have

$$\langle A(V \cdot \nabla G), AG \rangle_{L^2} = \langle [A, V] \cdot \nabla G, AG \rangle_{L^2},$$

where $[A, V]$ is the commutator. Writing the integral explicitly, the integrand arising from the commutator is

$$(A(k, \eta) - A(\ell, \xi))\tilde{V}(k - \ell, \eta - \xi),$$

in Fourier space. This structure is particularly useful when $V$ is regular enough to allow some loss of derivatives. This will correspond to the low frequency (both in $k, \eta$) piece of the velocity field $U_\varphi$, generating errors that are usually called transport nonlinearities, see [2]*Section 6.3. The key point here is to gain derivatives, time-factors or reconstruct pieces of $\partial_t A/\partial t$ from the commutator. To explain this last point heuristically, since $A$ contains weights depending on $t - \eta/k$, doing a commutator in $\eta$ at fixed $k$ looks like doing a time derivative of $A$ thanks to the mean value theorem. For instance, assuming that $A(t, k, \eta) = A(t - \eta/k)$, by the mean value theorem we get

$$|A(t, k, \eta) - A(t, k, \xi)| = |(\partial_\eta A)(t, k, \tilde{\eta})||\eta - \tilde{\eta}| = \frac{1}{|k|}|(\partial_\eta A)(t, k, \tilde{\eta})||\eta - \tilde{\eta}|.$$

A commutator is giving us back a derivative in the horizontal variable at the price of paying $\eta - \tilde{\eta}$ derivatives (associated to the low-frequency velocity field) plus a control on $\partial_t A$. But notice that $\partial_\eta A$ is itself related to the commutator $[\partial_t, A]$, which now is helping us in absorbing similar errors. Unfortunately, the weights do not behave this nicely when exchanging $k$’s (which are discrete frequencies as well, so the mean value theorem cannot directly be applied). This is the main reason why a careful understanding of the “price” to exchange frequencies in the weights is needed, see [2]*Section 4.

When instead the velocity field $U_\varphi$ is at high frequencies, commutators does not help because the gradient in the transport operator hits a low-frequency term. Here is where the design of the weight $w$ plays a crucial role. Indeed, the toy model in Section 3.1 is constructed exactly with a term arising in this regime. These nonlinear errors are usually called reaction nonlinearities, whose detailed treatment can be found in [2]*Section 6.4.

In the end, the detailed computations of the bounds for a specific component in the nonlinear errors are not particularly challenging from a mathematical perspective. These bounds rely on non-sophisticated algebraic and Cauchy-Schwartz inequalities. The primary difficulties lie in correctly deducing the appropriate toy model and in devising the weights to maintain favorable frequency exchange properties. Then, there is a substantial number of error terms to manage, but with the appropriate weights in place, the only other essential element is to possess the patience to rigorously assess each component.

4. Viscous asymptotic stability

Understanding the conditions and mechanisms that lead to the transition from laminar to turbulent flow represents a fundamental challenge within the realm of fluid mechanics. This quest dates back to the groundbreaking experiments conducted by Reynolds in 1883 and has since fueled extensive research efforts in the field of hydrodynamic stability. A key focus of this research has been the exploration of critical flow parameters, notably the Reynolds number, which denote the onset of turbulent behavior.

4.1. Nonlinear stability thresholds. In the context of equations (1.9)-(1.10), where we consider the simplified case of $\nu = \kappa > 0$ for clarity, the nonlinear transition threshold problem can be precisely formulated as follows: Given two function spaces denoted as $X$ and $Y$, the objective is to determine the minimal value of $\alpha \geq 0$ such that the following condition holds:

$$\|\omega^{in}, \theta^{in}\|_X \ll \nu^\alpha \quad \Rightarrow \quad \begin{cases} \|\omega(t), \theta(t)\|_Y \ll 1, & \forall t > 0, \\ \|\omega(t), \theta(t)\|_Y \to 0, & \text{as } t \to \infty. \end{cases}$$
Here, the exponent $\alpha$ serves as a crucial indicator, delineating the size of the basin of attraction for the Couette flow. A first estimate can be traced back to [27], with subsequent refinements in [24], as stated below.

**Theorem 5** (Nonlinear stability threshold, [24]). Let $s \geq 6$ and $\beta^2 > 1/4$. There exist $\varepsilon_0, \nu_0 \in (0, 1)$ such that for all $\nu \in (0, \nu_0)$, $\varepsilon \in (0, \varepsilon_0)$ and all initial data complying with
\[
\|u^{in}\|_{H^{s+1}} + \|\theta^{in}\|_{H^{s+2}} \leq \varepsilon \nu^{1/2},
\]
then the solution to (1.9)-(1.10) satisfies for all $t \geq 0$ the enhanced dissipation estimates
\[
\|u^\nu(t)\|_{L^2} + \|\theta^\nu(t)\|_{L^2} + \|\omega^\nu(t)\|_{L^2} \lesssim \varepsilon \nu^{1/2} t^{-1/2} e^{-c_0 \nu^{1/3} t}
\]
\[
\nu^{-1/4} \|u^\nu_0(t)\|_{L^2} + \|\omega^\nu_0(t)\|_{L^2} + \|\theta^\nu_0(t)\|_{L^2} \lesssim \varepsilon \nu^{1/4},
\]
where $c_0 > 0$ is a constant independent of $t$, $\varepsilon$ and $\nu$.

This result effectively combines the inviscid and viscous dynamics found in the linearized problem, see Theorems 1 and 2. The proof of this theorem requires weighted energy estimates and it crucially relies on the use of symmetric variables (slightly modified for the density), highlighting again the flexibility of this scheme.

The use of Sobolev regularity rather than Gevrey is expected from the regularizing properties of the dissipation, which allows to trade regularity for time-decay for instance. The exponent $\alpha = 1/2$ for the threshold in Theorem 5 is likely the minimal value one can hope for. Indeed, the best available result for the 2D homogeneous case is $\alpha = 1/3$ (likely optimal) in [20]. The $\sqrt{7}$-instability of the linearized problem results in a transient growth of order $\nu^{-1/6}$. To compensate for this growth, it seems natural to impose an extra $\nu^{1/6}$ smallness of the initial data, giving us the $1/3 + 1/6 = 1/2$ threshold in Theorem 5. Finally, we believe that since the symmetrization scheme captures the linearized dynamics in a quite optimal way, it is useful in obtaining “optimal” (in the heuristic sense explained above) estimates for transition threshold, see the 2D MHD case as well [13].

### 4.2. The non-diffusive case

As one can infer from the linear theory (c.f. Theorem 3), an analogous result in the viscous, non-diffusive case $\nu > 0$, $\kappa = 0$, is not really expected. Nonetheless, a form of asymptotic stability still holds when the perturbation is assumed to be in Gevrey-class, as the main result of [19] states.

**Theorem 6** (Viscous asymptotic stability, [19]). Let $\nu = 1$, $\kappa = 0$, $\beta > 0$, $s \in (1/3, 1]$ and $\lambda_0 > 0$. There exists $\varepsilon_0 \in (0, 1)$ such that for all $\varepsilon \in (0, \varepsilon_0)$ and all initial data with zero $x$-average complying with
\[
\|\omega^{in}\|_{G^{\lambda_0, s}} + \|\theta^{in}\|_{G^{\lambda_0, s}} \leq \varepsilon,
\]
then the solution to (1.9)-(1.10) satisfies asymptotic stability estimate
\[
\langle t \rangle \|u^\nu(t)\|_{L^2} + \langle t \rangle^2 \|\theta^\nu(t)\|_{L^2} + \|\omega^\nu(t)\|_{L^2} \lesssim \varepsilon \langle t \rangle^{-2}
\]
for all $t \geq 0$.

The bounds in (4.1) are in agreement with the linearized case treated in Theorem 3. We are not including a full statement only to highlight the main differences with Theorems 4 and 5. However, a crucial fact here is that the density does not decay but it still is asymptotically stable (as the vorticity in 2D homogeneous Euler). To give a heuristic explanation of why this happens, consider the good unknown $\Sigma$ introduced in Section 2.2. The fact that we can bound it uniformly, suggests that we can effectively replace the vorticity with a quantity scaling like $\partial_x \Delta^{-1} \theta$. Hence, the density behaves as if it were satisfying the 2D Euler equation with a modified Biot-Savart law, where the velocity field $u = \nabla^\perp \Delta^{-1} \omega$ is replaced by $\nabla^\perp \partial_x \Delta^{-2} \theta$. We do not delve more deeply into a more detailed explanation of these mechanisms, and we refer to [19] for more details.
5. Conclusions and open problems

The natural progression from the work presented in [2] involves its expansion to encompass the full system of stratified fluids, eliminating the Boussinesq assumption which presumes constant density unless directly contributing to buoyant forces. This extension is of paramount physical relevance, particularly when considering exponential stratification scenarios. At the linearized level, the corresponding analysis was conducted in [4], yielding analogous outcomes concerning linear inviscid damping and buoyancy instability. Nonetheless, the nonlinear case proves to be a challenging extension, as density now assumes a pivotal role in its interaction with the momentum equation. These findings can also be situated within the context of the global existence for non-homogeneous Euler equations, where inviscid damping has led to the emergence of examples of global solutions [6, 25].

Theorem 4 describes the dynamics up to the nontrivial time-scale $O(\varepsilon^{-2})$, when the system possibly exits the linearized regime. In particular, thanks to the Gevrey regularity assumptions on the initial data, echoes are under control. It would be interesting to characterize the dynamics after this time and understand whether an asymptotic state near Couette is reached or (secondary) instabilities kick in and drive the system really away from equilibrium. In the latter case, the long-time dynamics may just be too complicated to understand with current methods, but at the moment it is even unclear if the system really leaves the perturbative regime.
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