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WEYL’S LAW FOR NEUMANN SCHröDINGER OPERATORS ON HÖLDER DOMAINS

CHARLOTTE DIETZE

ABSTRACT. We review recent results on the semiclassical behaviour of Schrödinger operators with Neumann boundary conditions. In this setting, the validity of Weyl’s law requires additional conditions on the potential. We will explain the techniques needed to control the number of bound states near the boundary, thus leading to universal estimates on the number of bound states.
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1. INTRODUCTION

Weyl’s law for the eigenvalues of the Laplacian on a domain \( \Omega \subset \mathbb{R}^d \) (a bounded, open and connected subset of \( \mathbb{R}^d \)) states that the number of eigenvalues below \( \lambda \), which we denote by \( N(-\Delta_\Omega - \lambda) \), satisfies

\[
N(-\Delta_\Omega - \lambda) = \frac{|B_1^d(0)|}{(2\pi)^d} |\Omega| \lambda^{d/2} + o\left(\lambda^{d/2}\right) \quad \text{as} \quad \lambda \to \infty,
\]

under suitable assumptions on the boundary conditions or the domain \( \Omega \), where \( |B_1^d(0)| \) is the volume of the unit ball in \( \mathbb{R}^d \).

Its history, see [1], goes back to Rayleigh [22] in 1877 who examined the number of overtones of musical instruments such as a violin string or an organ pipe. In three dimensions, he derived that for a cubic organ pipe, the number of overtones, which are the square root of the eigenvalues of the Laplacian, below the frequency \( \nu \) behaves like the volume of the organ pipe multiplied by \( \nu^3 \) for large \( \nu \). He could later connect this to the famous blackbody radiation experiments by Planck in the 1890s [21], where he could derive the correct behaviour of the emitted energy for cubical shapes [23]. Sommerfeld [27] and Lorentz [17] remarked in 1910 that it remains to show that this law for the eigenvalues of the Laplacian does not depend on the shape considered. This problem was solved in 1911 by Weyl [28], thereby rigorously justifying (1) for the Dirichlet Laplacian \(-\Delta_\Omega^D\). For

\[\begin{align*}
\text{2020 Mathematics Subject Classification.} & \quad 35P15, 35P20. \\
\text{Key words and phrases.} & \quad \text{Neumann Laplacian, Hölder domains, Cwikel-Lieb-Rozenblum inequality, Semi-classical asymptotics, Weyl’s law.}
\end{align*}\]

The author acknowledges the support from the Deutsche Forschungsgemeinschaft (DFG project Nr. 426365943), from the Jean-Paul Gimon Fund and from the Erasmus+ programme.

\[\begin{align*}
\text{2} \quad \text{The Dirichlet Laplacian is the self-adjoint operator on} \ L^2(\Omega) \ \text{corresponding to the quadratic form} \\
\int_\Omega |\nabla u|^2 \ \text{defined on} \ H_0^1(\Omega)
\end{align*}\]
his proof, Weyl further developed the min-max principle, which was introduced by Fischer [6] and also later by Courant [3]. Weyl showed (1) for bounded domains $\Omega \subset \mathbb{R}^d$ with sufficiently smooth boundary. Rozenblum extended (1) to all open sets $\Omega \subset \mathbb{R}^d$ of finite measure [26, 25].

The eigenvalue problem of the Laplacian was also made popular by Kac in his 1966 paper “Can one hear the shape of a drum?” [13]. The general answer is no [18, 10, 2], see Figure 1, except if $\Omega$ is analytic and satisfies certain symmetry properties [29]. Nevertheless, in any case, we can always “hear” the volume $|\Omega|$ from Weyl’s law (1). Also, due to a classical result of Ivrii [12], if $\Omega$ is sufficiently smooth, then we can also “hear” the surface area $|\partial\Omega|$ from a second-order Weyl law

$$N \left( -\Delta^D_{\Omega} - \lambda \right) = \frac{|B^d_1(0)|}{(2\pi)^d} |\Omega| \lambda^{d/2} - \frac{1}{4} \frac{|B^{d-1}_1(0)|}{(2\pi)^{d-1}} |\partial\Omega| \lambda^{(d-1)/2} + o(\lambda^{(d-1)/2}) \quad \text{as} \quad \lambda \to \infty. \quad (2)$$

See also [8] for an extension of (2) to the sum of eigenvalues which holds for all Lipschitz domains. Here $\Omega$ is called a Lipschitz domain if it is a domain and the boundary of $\Omega$ is locally the graph of a Lipschitz continuous function $f$, that is, there exists a constant $c > 0$ such that $|f(x) - f(y)| \leq c|x - y|$ for all $x, y$ in the domain of $f$.

The results we presented above were stated for the Dirichlet Laplacian $\Delta^D_{\Omega}$. Since we can trivially extend functions in that by zero outside $\Omega$, we can think of results for the Dirichlet Laplacian as “global” properties of the Laplacian. On the other hand, the Neumann Laplacian$^2$ $\Delta^N_{\Omega}$ appears naturally when localising. In order to understand its properties, one needs to better understand the geometry of the boundary since functions in $H^1(\Omega)$ can grow to infinity close to the boundary of $\Omega$. This makes many problems for the Neumann Laplacian more difficult than their analogues for the Dirichlet Laplacian. While many of the results mentioned above have a corresponding counterpart for the Neumann Laplacian under suitable assumptions, even very basic properties can fail for the Neumann Laplacian in general. While the Dirichlet Laplacian on a domain (which we always assume to be bounded) always has compact resolvent, there are examples of domains such that zero is in the essential spectrum of the Neumann Laplacian on that domain. For instance, Hempel and Seco [11] constructed such a domain known as “rooms and passages”, see Figure 2.

$^2$The Neumann Laplacian is the self-adjoint operator on $L^2(\Omega)$ corresponding to the quadratic form $\int_{\Omega} |\nabla u|^2$ defined on $H^1(\Omega)$.
In a remarkable work, Netrusov and Safarov showed Weyl’s law for \( \gamma \)-Hölder domains with Neumann boundary conditions

\[
N \left( -\Delta^N \omega - \lambda \right) = \frac{|B_1^d(0)|}{(2\pi)^d} |\omega| \lambda^{d/2} + o(\lambda^{d/2}) \quad \text{as} \quad \lambda \to \infty, \tag{3}
\]

holds for all \( \gamma \in \left(\frac{d-1}{d}, 1\right) \) [19, Corollary 1.6], and it fails for all \( \gamma \in (0, \frac{d-1}{d}] \) in the sense that for those \( \gamma \), there exists a \( \gamma \)-Hölder domain \( \Omega \) such that (3) is not true [19, Theorem 1.10]. Here \( \Omega \) is called a \( \gamma \)-Hölder domain if it is a domain and the boundary of \( \Omega \) is locally the graph of a \( \gamma \)-Hölder continuous function \( f \), that is, there exists a constant \( c > 0 \) such that

\[
|f(x) - f(y)| \leq c|x - y|^\gamma \quad \text{for all} \quad x, y \in \text{domain of} \quad f.
\]

Note that the case \( \gamma = 1 \) corresponds to Lipschitz domains, which are well known to satisfy (3), see [7, Theorem 3.20].

The reason why there is a transition at \( \gamma = (d-1)/d \) can be intuitively explained as follows. Locally, the boundary of \( \Omega \) is the graph of a Hölder continuous function \( f: A \to \mathbb{R} \) with \( A \subset \mathbb{R}^{d-1} \) open and bounded,

\[
f \colon A \to \mathbb{R} \quad \text{with} \quad A \subset \mathbb{R}^{d-1} \quad \text{open and bounded}, \tag{4}
\]

that is, it is a subset of the boundary of \( \partial \Omega \) up to a local change of coordinates by translation and rotation. Let us denote by \( \mathcal{H}^s \) is the s-dimensional Hausdorff measure for \( s > 0 \). Then there exists a constant \( C > 0 \) such that

\[
\mathcal{H}^{d-1} \left( \{(x', f(x')) \mid x' \in A\} \right) \leq C\mathcal{H}^{d-1} (A) < \infty. \tag{5}
\]

It follows that the Hausdorff dimension of \( \partial \Omega \) is at most \( (d-1)/\gamma \). If \( \gamma > (d-1)/d \), then by (5), the Hausdorff dimension of \( \{(x', f(x')) \mid x' \in A\} \) is strictly smaller than \( d \), which is the Hausdorff dimension of \( \Omega \). Hence, the contribution from the bulk of \( \Omega \) should dominate the boundary effects. If \( \gamma \leq (d-1)/d \), then the relatively straightforward proof of (5) is not enough to decide if the Hausdorff dimension of the boundary \( \partial \Omega \) is equal to \( d \) (note that it cannot be larger since \( \partial \Omega \subset \mathbb{R}^d \)). The boundary effects might be of the same or even higher order as the contribution from the bulk of \( \Omega \) and this is indeed what one observes for Weyl’s law.

The proof idea by Netrusov and Safarov for (3) is to decompose the domain \( \Omega \) into smaller domains on which there is at most one negative eigenvalue of \( -\Delta^N \omega - \lambda \) each. Then the number of oscillatory domains chosen gives an upper bound for the number of negative eigenvalues \( N \left( -\Delta^N \omega - \lambda \right) \) of \( -\Delta^N \omega - \lambda \).

It will turn out that for \( \gamma > (d-1)/d \), the parts close to the boundary only give a sub-leading contribution, so the leading order contribution comes from the oscillatory domains in the bulk of \( \Omega \). This leading order contribution can be shown to be the right-hand side.
of (3) in the same way as in Weyl’s proof for Weyl’s law, thereby establishing the upper bound. The proof of the lower bound is simpler, for example by comparing with the Dirichlet Laplacian.

Another way to view Weyl’s law (1) is via semiclassics. It suggests that every bound state corresponds to a volume of size \((2\pi)^d\) in the phase space [16, Section 4.1.1], which is in our case given by \(\Omega \times \mathbb{R}^d\).

For large \(\lambda\), the semiclassical approximation states
\[
N (-\Delta_\Omega - \lambda) \approx \frac{1}{(2\pi)^d} \left| \left\{(p,x) \in \mathbb{R}^d \times \Omega \mid |p|^2 - \lambda < 0 \right\} \right| = \frac{|B^d(0)|}{(2\pi)^d} |\Omega| \lambda^{d/2},
\]
compare with (1).

In the following, we will focus on Schrödinger operators and we will present the results from [5]. To this end, let \(V : \Omega \to (-\infty,0]\) be measurable. We will refer to \(V\) as a potential.

By the semiclassical approximation, we expect for a large \(\lambda\)
\[
N (-\Delta_\Omega + \lambda V) \approx \frac{1}{(2\pi)^d} \left| \left\{(p,x) \in \mathbb{R}^d \times \Omega \mid |p|^2 + \lambda V(x) < 0 \right\} \right| = \frac{|B^d(0)|}{(2\pi)^d} \lambda^{d/2} \int_\Omega |V|^\frac{d}{2},
\]
(7)

While Netrusov and Safarov showed that Weyl’s law holds for \(\gamma\)-Hölder domains with \(\gamma \in \left(\frac{d-1}{d},1\right)\), our first result [5, Theorem 1.1] shows that the situation for Schrödinger operators is more delicate.

**Theorem 1.1** (Example with non-semiclassical behaviour). Let \(d \geq 2\). For every \(\gamma \in \left(\frac{d-1}{d},1\right)\) there exists a \(\gamma\)-Hölder domain \(\Omega \subset \mathbb{R}^d\) and \(V : \Omega \to (-\infty,0]\) with \(V \in L^{d/2}(\Omega)\) such that
\[
\limsup_{\lambda \to \infty} \frac{N (-\Delta_\Omega^N + \lambda V)}{\lambda^{d/2}} = \infty.
\]
(8)

Theorem 1.1 shows that in general, we cannot even expect semiclassical behaviour, and in particular, the semiclassical approximation does not hold in the setting of Theorem 1.1. However, if we make further assumptions on the potential \(V\), we can prove a universal Cwikel-Lieb-Rozenblum-type bound on the number of negative eigenvalues of the Schrödinger operator \(-\Delta_\Omega^N + V\), see [5, Theorem 1.2].

**Theorem 1.2** (Cwikel-Lieb-Rozenblum type bound). Let \(d \geq 2\). Let \(\gamma \in \left[\frac{2(d-1)}{2d-1},1\right)\) and let \(\Omega\) be a \(\gamma\)-Hölder domain. Then there exists a constant \(C_{\Omega} = C_{\Omega}(d,\gamma,\Omega) > 0\) and \(p_{d,\gamma} > d/2\) such that for every \(V : \Omega \to (-\infty,0]\) with \(V \in L^{p_{d,\gamma}}(\Omega)\)
\[
N (-\Delta_\Omega^N + V) \leq C_{\Omega} \left(1 + \|V\|^{d/2}_{p_{d,\gamma}}\right).
\]
(9)

Moreover, \(p_{d,\gamma}\) satisfies
\[
\lim_{\gamma \to 1} p_{d,\gamma} = \frac{d}{2}.
\]
(10)

The main point of Theorem 1.2 is that we obtain the expected semiclassical behaviour
\[
N (-\Delta_\Omega^N + \lambda V) = \mathcal{O} \left(\lambda^{d/2}\right) \quad \text{as} \quad \lambda \to \infty
\]
(11)
if \(V \in L^{p_{d,\gamma}}(\Omega)\). It is possible to obtain for all \(\gamma \in (0,1)\)
\[
N (-\Delta_\Omega^N + V) \leq C_{\Omega} \left(1 + \int_\Omega |V|^\gamma\right).
\]
(12)
for some \( \tilde{p} > d/2 \) by following the strategy of Rozenblum, see below in (19) and see also [9] combined with [14]. However, this bound is insufficient for (11).

While Theorem 1.2 is of independent interest, we can use it to derive Weyl’s law on Hölder domains, thus rigorously justifying (7), see [5, Theorem 1.3].

**Theorem 1.3** (Weyl’s law for Schrödinger operators on Hölder domains). Let \( d \geq 2 \). Let \( \gamma \in \left[ \frac{2(d-1)}{d\alpha}, 1 \right) \) and let \( \Omega \subset \mathbb{R}^d \) be a \( \gamma \)-Hölder domain. Let \( V : \Omega \to (-\infty, 0] \) with \( V \in L^{p_{d,\gamma}}(\Omega) \). Then

\[
N \left( -\Delta_N^\Omega + \lambda V \right) = (2\pi)^{-d} \left| B_d^d(0) \right| \lambda^{d/2} \int_\Omega |V|^{d/2} + o(\lambda^{d/2}) \quad \text{as } \lambda \to \infty. \tag{13}
\]

The proof idea for Theorem 1.3 is to approximate the potential \( V \) by a sequence of potentials \( (V_n)_{n \in \mathbb{N}} \), which are continuous and compactly supported inside \( \Omega \). For each of the potentials \( V_n \), we can follow Weyl’s proof strategy for the Weyl law for constant potentials to obtain Weyl’s law for the Schrödinger operator \( -\Delta_N^\Omega + \lambda V_n \). For instance, for the upper bound in (13), we split for \( \delta \in (0, 1) \)

\[
N \left( -\Delta_N^\Omega + \lambda V \right) \leq N \left( (1 - \delta) \left( -\Delta_N^\Omega \right) + \lambda V_n \right) + N \left( \delta \left( -\Delta_N^\Omega \right) + \lambda (V - V_n) \right), \tag{14}
\]

and we divide by \( \lambda^{d/2} \) and let \( \lambda \to \infty \) first, then \( n \to \infty \) and finally \( \delta \to 0 \). We will recover the right-hand side in (13) from the first summand on the right-hand side in (14). We will show that the contribution from the second summand \( N \left( \delta \left( -\Delta_N^\Omega \right) + \lambda (V - V_n) \right) \) goes to zero using Theorem 1.2.

The range of \( \gamma \) in Theorem 1.3 is smaller than the optimal range \( \gamma \in \left( \frac{d-1}{d}, 1 \right) \) obtained in [19] for constant potentials. In fact, we are able to cover the full optimal range including the endpoint \( \gamma \in \left[ \frac{d-1}{d}, 1 \right) \) provided we replace the \( L^{p_{d,\gamma}}(\Omega) \) norm by a weighted \( L^\tilde{p} \) norm \( \| V \| \) with \( \tilde{p} = \tilde{p}(d, \gamma) > \frac{d}{2} \), which gives better control on the growth of the potential near the boundary, see [5, Theorem 1.3]. The proof relies on an improved version of Theorem 1.2 for \( \gamma \in \left[ \frac{d-1}{d}, 1 \right) \) if \( \| V \| < \infty \), see Theorem 3.1 below and also [5, Theorem 1.2]. The norm \( \| V \| \) controls the growth of the potential \( V \) near the boundary \( \partial \Omega \). Note that the domain \( \Omega \) and the potential in Theorem 1.1 do not satisfy (7), so \( \| V \| = \infty \) in Theorem 1.1. Indeed, our construction in the proof of Theorem 1.1 involves a potential \( V \) that grows to infinity near the boundary of \( \Omega \).

We hope that the techniques we developed to deal with rough domains will be helpful for the investigation of semiclassical of potentials that are singular or oscillatory along some lower-dimensional manifold.
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## 2. The Case of Constant Potentials

In this section, we will explain the proof strategy of Netrusov and Safarov for Weyl’s law for constant potentials (3) [19, Corollary 1.6], see the following Theorem.

**Theorem 2.1** (Weyl’s law for constant potentials on Hölder domains). Let \( \gamma \in \left( \frac{d-1}{d}, 1 \right) \) and let \( \Omega \subset \mathbb{R}^d \) be a \( \gamma \)-Hölder domain. Then

\[
N \left( -\Delta_N^\Omega - \lambda \right) = (2\pi)^{-d} \left| B_d^d(0) \right| \lambda^{d/2} \left| \Omega \right| \lambda^{d/2} + o \left( \lambda^{d/2} \right) \quad \text{as } \lambda \to \infty. \tag{15}
\]
The main idea is to cover the domain $\Omega$ by smaller domains, which we will call oscillatory domains in the following, such that there is at most one negative eigenvalue of the corresponding Schrödinger operator on each oscillatory domain. The number of negative eigenvalues on the domain can then be bounded by the number of oscillatory domains we have chosen.

Netrusov and Safarov can choose the oscillatory domains in the bulk of $\Omega$ as cubes of a fixed $\lambda$-dependent side length which are arranged on a lattice, and which only overlap on their boundaries.

Close to the boundary $\partial \Omega$ Netrusov and Safarov [19] construct the oscillatory domains as follows. They use the $(d-1)$-dimensional Besicovitch covering lemma on $A$ in (4) to get a collection of $(d-1)$-dimensional cubes, which overlap at most an $\Omega$-dependent number of times, and on each of those these cubes, the function $f$ from (4) does not oscillate too much (depending on $\lambda$). They use each of these $(d-1)$-dimensional cubes to stack multiple $d$-dimensional cuboids of a small $\lambda$-dependent height on top of each other below the graph of $f$, which is part of $\partial \Omega$. The one on top will in general not be a cuboid, but its upper boundary is given by the corresponding part of the graph of $f$. For this oscillatory domain $D$ on top, Netrusov and Safarov use a new Poincaré-Sobolev inequality [19, Lemma 2.6.(2)] to show that $-\Delta_D^\gamma - \lambda$ has at most one negative eigenvalue. Netrusov and Safarov can estimate the number of oscillatory domains close to the boundary $\partial \Omega$ by a constant times $\lambda^{(d-1)/2\gamma}$, so the boundary contribution for $\gamma > (d-1)/d$ is of subleading order.

3. Proof strategy of Theorem 1.2

We will explain the proof strategy of the following stronger version of Theorem 1.2 for $\gamma \in \left[ \frac{d-1}{d}, 1 \right]$; see [5, Section 1.2]. Theorem 1.2 follows from Theorem 3.1 combined with [5, Lemma 5.1].

**Theorem 3.1** (Cwikel-Lieb-Rozenblum type bound for $\gamma \in \left[ \frac{d-1}{d}, 1 \right]$). Let $d \geq 2$. Let $\gamma \in \left[ \frac{d-1}{d}, 1 \right]$ and let $\Omega$ be a $\gamma$-Hölder domain. Then there exists a constant $C_\Omega=\gamma_{\Omega}(d, \gamma, \Omega)>0$ such that for every $V: \Omega \rightarrow (-\infty, 0]$ with $\|V\| < \infty$, we have

$$N\left(-\Delta_D^N + V\right) \leq C_\Omega \left(1 + \|V\|^{d/2}\right).$$  \hfill (16)

Here the norm $\|V\| = \|V\|_{\tilde{p}, \beta}$ is given in [5, Definition 2.5], with $\beta = \beta(d, \gamma) > 0$ and $\tilde{p} = \tilde{p}(d, \gamma) \in \left(\frac{d}{2}, \infty\right)$ chosen as in [5, equations (35) and (36)], see also (22) below.

The Cwikel-Lieb-Rozenblum inequality [4, 15, 24] states that for any open set $\Omega \subset \mathbb{R}^d$ for $d \geq 3$ and for every $V: \Omega \rightarrow (-\infty, 0]$, we have

$$N\left(-\Delta_D^T + V\right) \leq C(d) \int_{\Omega} |V|^{d/2}. \quad \hfill (17)$$

Our proof of Theorem 3.1 is inspired by both Rozenblum’s proof strategy of the Cwikel-Lieb-Rozenblum inequality (17), see [26] and [7, Section 4.5.1] and Netrusov’s and Safarov’s proof strategy of Weyl’s law for constant potentials on Hölder domains (3) [19, Corollary 1.6], see Section 2.

Since (17) is an inequality on the entire space $\mathbb{R}^d$ or on a domain $\Omega$ with Dirichlet boundary conditions, Rozenblum can choose his oscillatory domains as cubes on the entire domain. In order to make sure that there is at most one negative eigenvalue on each cube, he needs to vary the size of the cubes depending on the size of the potential $V$ there. Using the
Besicovitch covering lemma, Rozenblum can make sure that the cubes overlap at most a dimension-dependent number of times, which is sufficient for the Cwikel-Lieb-Rozenblum inequality since it does not require an optimal constant as opposed to Weyl’s law.

Similarly, for the proof of Theorem 3.1, our oscillatory domains need to depend on the size of the potential $V$ locally. Moreover, we have to be careful close to the boundary $\partial \Omega$, where our oscillatory domains will be given by rectangles intersected with $\Omega$. Far enough away from the boundary $\partial \Omega$, these rectangles are cubes.

Close to the boundary, we need to use a new covering lemma for oscillatory domains [5, Lemma 4.1]. Moreover, in order to relate an oscillatory domain having at most one negative eigenvalue to the size of the potential $V$ on that oscillatory domain measured in an appropriate norm, we use a new Poincaré-Sobolev inequality on oscillatory domains [5, Corollary 3.3]. Recall that Rozenblum uses the Poincaré-Sobolev inequality on cubes, while Netrusov and Safarov use a Poincaré-Sobolev inequality (only involving the $L^2$ norm) on oscillatory domains [19, Lemma 2.6.(2)].

Combining all these ingredients, we can bound the number of negative eigenvalues of the Schrödinger operator $-\Delta^N_\Omega + V$ by the number of oscillatory domains we chose. In Rozenblum’s proof of the Cwikel-Lieb-Rozenblum inequality, the quantity $\int_Q |V|^{d/2}$ was of order one on each cube $Q$. Therefore he could estimate

$$N \left(-\Delta^N_\Omega + V\right) \leq \text{number of cubes } Q \leq C(d) \sum_{\text{cubes } Q} \int_{\Omega} |V|^{d/2} \leq C(d) \int_{\Omega} |V|^{d/2},$$

where he used that the cubes $Q$ can only overlap a finite number of times in the last step.

In our case, we can choose the oscillatory domains $D$ such that $\int_D |V|^\bar{p}$ is of order one for some $\bar{p} = \tilde{p}(d, \gamma) \in \left(\frac{d}{2}, \infty\right)$. Imitating the estimate in (18), we get

$$N \left(-\Delta^N_\Omega + V\right) \leq C_\Omega \left(1 + \int_{\Omega} |V|^{\bar{p}}\right),$$

where we need to add 1 on the right-hand side because we are dealing with the Neumann Laplacian, so we can also test with constant functions. However, (19) is not the estimate we aim for. In particular, replacing $V$ by $\lambda V$ in (19) and letting $\lambda \to \infty$, we obtain

$$N \left(-\Delta^N_\Omega + \lambda V\right) = O(\lambda^{\tilde{p}}) \text{ as } \lambda \to \infty,$$

which is weaker than (11) since $\tilde{p} > d/2$. The main remaining challenge is to get the expected semiclassical behaviour. The key idea is to use Hölder’s inequality for a sum of products of real numbers. If we denote by $\{D_j\}_{j \in J_3}$ the oscillatory domains that are very close to the boundary, where $J_3$ is an index set, then we can estimate the number of oscillatory domains very close to the boundary $|J_3|$ for $s, s' \in (1, \infty)$ with $1/s + 1/s' = 1$, so for any $A_j > 0$, $j \in J_3$, we have

$$|J_3| = \sum_{j \in J_3} A_j^{-1} A_j \leq \left(\sum_{j \in J_3} A_j^{-s'}\right)^{1/s'} \left(\sum_{j \in J_3} A_j^s\right)^{1/s}.$$  

We choose each $A_j > 0$ for $j \in J_3$ such that it only depends on the size of the largest side-length of the oscillatory domain $D_j$ and the distance of its centre to the boundary $\partial \Omega$ measured in a certain way. The norm $\|V\|$ consists of the $L^{d/2}$ norm on $\Omega$ plus a
weighted $L^{\tilde{p}}$ semi-norm on $\Omega$ with a weight $w$ that grows near the boundary at a scale determined by the parameter $\beta = \beta(d, \gamma) > 0$, that is, on each $D \subset \Omega$, we have

$$\|V\|_D := \left(\int_D dx \frac{\|V(x)\|^{d/2}}{d}\right)^{2/d} + \left(\int_D dx \frac{w(x)|V(x)|^{\tilde{p}}}{\tilde{p}}\right)^{1/\tilde{p}}.$$  (22)

The $A_j > 0$ satisfy for all $j \in J_3$

$$A_j^s \leq C \int_{D_j} dx \frac{w(x)|V(x)|^{\tilde{p}}}{\tilde{p}},$$  (23)

so using that the oscillatory domains $\{D_j\}_{j \in J_3}$ overlap at most a bounded number of times, we get

$$\sum_{j \in J_3} A_j^s \leq C \int_{\Omega} dx \frac{w(x)|V(x)|^{\tilde{p}}}{\tilde{p}} \leq C\|V\|^{\tilde{p}}.$$  (24)

In fact, we can choose the $A_j > 0$ such that we also have

$$\sum_{j \in J_3} A_j^{-s'} \leq C\|V\|^{-1/2}$$  (25)

and we can choose all the parameters such that

$$\frac{\tilde{p}}{s} - \frac{1}{2s'} = \frac{d}{2}.$$  (26)

Combining (21), (24), (25) and (26), we obtain

$$|J_3| \leq C\|V\|^{-1/2s'}\|V\|^{\tilde{p}/s} = C\|V\|^{d/2},$$  (27)

which has the desired semiclassical behaviour (11).
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