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Convergence of the Rotating Fluids system
in a domain with rough boundaries.

David Gérard-Varet

Abstract
We consider a rotating fluid in a domain with rough horizontal bound-

aries. The Rossby number, kinematic viscosity and roughness are supposed of
characteristic size ε. We prove a convergence theorem on solutions of Navier-
Stokes Coriolis equations, as ε goes to zero, in the well prepared case. We
show in particular that the limit system is a two-dimensional Euler equation
with a nonlinear damping term due to boundary layers. We thus generalize
the results obtained on flat boundaries with the classical Ekman layers. The
complete proofs can be found in [12].

1. Introduction

We will study in this paper Navier-Stokes Coriolis equations

∂tu + u · ∇u +
e× u

Ro
+
∇p

Ro
− νH∆H u− νV ∂2

zu = 0, (1.1)

div u = 0. (1.2)

This system models the evolution of an incompressible rotating fluid, submitted
to the Coriolis force Ro−1e × u and viscous forces −νH∆H u − νV ∂2

zu. Vector
e = (0, 0, 1)t is the rotation axis, Ro is the Rossby number, νH and νV are the
horizontal and vertical kinematic viscosities. With appropriate choices of these
parameters, equations (1.1), (1.2) are involved in the description of many geophysical
flows: we refer to [20] for a detailed physical insight. In the sequel, we will suppose
that

Ro = νH = νV = ε � 1.

It is a geophysical scaling, notably relevant to the Earth’s liquid core, for which
Ro ∼ 10−7 and νH ∼ νV ∼ 10−8 (see [9] for more).
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System (1.1), (1.2) then reduces to

∂tu + u · ∇u +
e× u

ε
+
∇p

ε
− ε∆u = 0, (1.3)

div u = 0. (1.4)

in a domain Ωε to be precised later on. Completed with appropriate initial data
and boundary conditions, this system has global Leray solutions (see [24])

uε ∈ L∞(0, +∞; L2)3 ∩ L2(0, +∞; H1)3.

The proof is the same as for classical Navier-Stokes equations, because the Coriolis
term does not play any role in the energy estimates. It is then natural to ask about
the behaviour of uε as ε goes to 0.

Physically, this question has been the matter of an extensive study (cf [14, 22, 23]),
outlining two features: the development of highly oscillatory waves, due to the skew-
symmetric Coriolis operator, and in domains with boundaries, the development of
boundary layers.

>From a mathematical viewpoint, the study of such boundary layers has been lim-
ited to simple domains, namely Ωε = T2 × (0, 1) or Ωε = R2 × (0, 1). In this case,
the basic idea is to construct an approximate solution of type

uε
app(t, x, y, z) = u(t, x, y) + ũ(t, x, y,

z

ε
) + ū(t, x, y,

1− z

ε
)

where

• u is a two-dimensional interior term (i.e. u3 = 0).

• ũ = ũ(t, x, y, θ) and ŭ = ŭ(t, x, y, λ) are boundary layer terms (Ekman layers),
solutions of a linear differential system in θ and λ respectively.

Under appropriate assumptions on the initial data, namely well-prepared and small
in L∞, uε converges to u in L∞(0, +∞; L2)3. The limit term u is the solution of
a damped Euler equation, with a dissipative term due to the boundary layer (the
so-called “Ekman pumping”). We refer to [15] for details, and to [6], [7], [8] for
similar work on close geophysical systems. Let us also mention recent refinement
[21], in which the smallness assumption is relaxed. Note that if the viscous term in
(1.3) is replaced by an anisotropic one, no smallness assumption is required (cf [15]).
Moreover, the anisotropic diffusion allows to handle the high-frequency waves, and
to obtain a convergence theorem for general initial data, as shown in articles [5, 18].

In this paper, we wish to extend such convergence results to more general and
realistic domains. The question of the convergence of uε for general domains Ω is
still widely open. Even at a formal level, difficulties arise, with various possible
boundary layer sizes (see [13] for more). As a first step, a convergence result has
been obtained in [3] in the case of an anisotropic viscosity and a cylindrical geometry.

The aim of this note is to deal with rough boundaries. We will consider irregular-
ities with characteristic size ε, in both horizontal and vertical directions. This is
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motivated by the study of the core-mantle boundary, as explained in [19]. Mathe-
matically, the effect of rugosity on a flow has been widely studied in the context of
wall laws: see for instance articles [1, 10, 16, 2] and references therein. Most of these
papers study channel flows, for which the boundary layer correction to the limit flow
(for instance Poiseuille or Couette flow) has at most amplitude O(ε). In the system
(1.3), (1.4) studied here, boundary layers have an amplitude O(1) and modify the
limit flow. Moreover, the equations involved in the construction of the approximate
solution will be much more complex than in the “flat case”: the differential system
on the boundary layer will turn into a nonlinear PDE, and the Ekman pumping
term also becomes nonlinear.

2. The rough domain and statement of the results

2.1. The domain Ωε

Let us model the domain Ωε in which equations (1.3), (1.4) hold. We write

Ωε = Ω ∪ Σ1 ∪ Σ2 ∪ Ωε
1 ∪ Ωε

2.

• Ω is the interior domain (0, 1)3.

• Σ1 = (0, 1)2 × {0} and Σ2 = (0, 1)2 × {1} are the interfaces.

• Ωε
1 and Ωε

2 are the rough layers. They are supposed to be generated by homo-
thety and translations of “canonical cells of roughness”.

More precisely, for j = 1, 2, let γj a Lipschitz surface, Z = γj(X, Y ), γj : (0, 1)2 7→
[0, 1). We assume that Γj = ∪k∈Z2(k + γj) is also a Lipschitz surface. The canonical
cells of roughness are defined by

Rj =
{

(X, Y, Z)|(X, Y ) ∈ (0, 1)2, 1 > Z > γj(X, Y )
}

.

We then set

Ωε
1 =

(⋃
k∈Z2

ε
(
R1 + (k1, k2,−1)

))
∩

(
(0, 1)2 × (−ε, 0)

)
.

For simplicity, we suppose that 1/ε is an integer, so that Ωε
1 consists of a large

number of periodically distributed humps of characteristic length and amplitude ε.
In the same way (e = (0, 0, 1)t),

Ωε
2 = e +

(⋃
k∈Z2

ε
(
−R2 + (k1, k2, 1)

))
∩

(
(0, 1)2 × (1, 1 + ε)

)
.

We note Γε
1 and Γε

2 the lower and upper horizontal boundaries of Ωε.

In what follows, we will consider solutions of (1.3), (1.4) satisfying

uε 1-periodic in (x, y), uε = 0 at Γε
1 ∪ Γε

2. (2.5)
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For this boundary condition, the existence of Leray solutions is of course still valid.

Besides the global domain Ωε, we also need to introduce boundary layer domains ω̃
and ω̄ defined as follows

ω̃ = ω̃+ ∪ Σ ∪ ω̃−, ω̄ = ω̄+ ∪ Σ ∪ ω̄−

where
ω̃+ = (0, 1)2 × R+, Σ = (0, 1)2 × 0, ω̃− = R1 − (0, 0, 1),

ω̄+ = −R2 + (0, 0, 1), ω̄− = (0, 1)2 × R−.

We note γ̃ and γ̄ the horizontal boundaries of ω̃ and ω̄. Finally, for all positive R,
R1 and R2, we note

ω̃R = ω̃ ∩ {z > R}, ω̃R1,R2 = Ω̃ ∩ {R1 < Z < R2}.

2.2. Statement of the results

As usual with boundary layer problems, the study of uε involves auxiliary systems.

• The first one holds in ω̃: for u ∈ R2, we consider equations:

e× ũ +∇p̃ + ũ · ∇ũ−∆ũ =
(
−u⊥

0

)
in ω̃−,

e× ũ +∇p̃ + ũ · ∇ũ−∆ũ = 0 in ω̃+,

div ũ = 0 in ω̃+ ∪ ω̃−,

[ũ]|Σ = − ( u
0 ) on Σ,[

∂ũ

∂Z

− p̃e

]
|Σ

= 0 on Σ,

ũ = 0 on γ̃, ũ 1-periodic in (X, Y )

(BL)

where ũ : ω̃ 7→ R3, p̃ : ω̃ 7→ R, e = (0, 0, 1)t, and [f ]|Σ = f+ − f− is the jump of f
at the interface Σ. We state

Theorem 2.1 There exists U∞ ∈ R, such that for all |u| ≤ U∞, (BL) has a unique
variational solution (ũ, p̃), in the sense given in next section.
Moreover, for R large enough, for all m ≥ 0, (ũ, p̃) ∈ Hm

(
ω̃R
)4 with the estimate

‖ũ‖Hm(ω̃R) + ‖p̃‖Hm(ω̃R) ≤ Cm exp(−σR), (2.6)

where σ > 0 is independent of m,R.

• The second one (which is the limit system) is two-dimensional. It holds in T2, i.e.
(0, 1)2 with 1-periodic boundary conditions on (x, y): we consider equations

∂tζ + u · ∇ζ + curl P (u) = 0,

ζ = curl u, div u = 0,

u|t=0 = u0

(Int)
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where u = u(t, x, y) : R+×T2 7→ R2, curl u = ∂xu2−∂yu1. The “pumping function”

P is defined by P = P̃ + P̄ , where P̃ (u) =

∫
ω̃

(
ũ2
−ũ1

)
, |u| < U∞, ũ solution of (BL),

as given by theorem 2.1. Function P̄ , related to the upper boundary layer, is similar
(see next section). P (u) is a dissipative term, as will be shown in

Proposition 2.2 Let U∞ given as in theorem 2.1 if u ∈ R2 satisfies |u| ≤ U∞, then
P (u) · u ≥ 0.

We set
Ḣm(T2) =

{
w ∈ Hm(T2),

∫
w = 0

}
, m ≥ 0,

and state

Theorem 2.3 Let m ≥ 3, u0 ∈ Ḣm (T2)
2. There exists Tm > 0, δm > 0, such that:

if ‖u0‖L∞ ≤ δm, (Int) has a unique strong solution

u ∈ C0
(
[0, Tm]; Ḣm

)2

∩ C1
(
(0, Tm]; Ḣm−1

)2

.

Once these auxiliary systems are solved, we have the following convergence result

Theorem 2.4 Let u0 ∈ Ḣ5
(
T2
)2. Let u the associate solution of (Int). We define

u0 on Ωε by
u0 = ( u

0 ) in Ω, u0 = 0 in Ωε − Ω.

There exists δ > 0 and T > 0 such that, for any weak solution uε of (1.3), (1.4),
(2.5)(

sup |u0| ≤ δ and ‖(uε − u0)(0, ·)‖L2 −−→
ε→0

0
)

=⇒ ‖uε − u0‖L∞(0,T ;L2) −−→
ε→0

0.

Remarks:
1. System (BL) is a generalization of the differential system satisfied by the

Ekman profile in the case of flat boundaries:

e× ũ− ∂2ũ

∂Z2
= 0, ũ(0) = − ( u

0 ) .

As in the study of stationary Navier-Stokes equations, a smallness assumption on |u|
is required to make the system (BL) well posed. Indeed, as pointed out in [24, 11],
systems of this type may have two distinct solutions at large “Reynolds number”:
we refer to [11] for more details.

2. System (Int) is a generalization of the damped Euler equation satisfied by
the interior term in the case of flat boundaries (see [15])

∂tζ + u · ∇ζ +
√

2ζ = 0, div u = 0.

In this last system, the damping term
√

2ζ leads to a decrease of the L∞ norm of ζ.
As for 2D Euler equations (see [4, 17]), the method of Yudovitch applies and yields
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the existence of global smooth solutions.
For system (Int), we do not manage to get a so good control on operator P , so
that we only have the existence of regular solutions for short times. Note that the
smallness assumption on ‖u‖L∞ (or equivalently ‖u0‖L∞) is linked to the solvability
of (BL).

3. The proof of theorem 2.4 says more than the theorem itself: broadly speaking,
it shows that as long as the solution u of (Int) remains smooth and small in L∞

norm, there is convergence of weak solution uε to u (for appropriate initial data).
With this formulation, we see that it is an extension of the convergence theorem
stated in [7].

4. Proposition 2.2 is physically expected. It is a consequence of the so-called
“Ekman pumping”. The boundary layer creates an inflow and thus a circulation of
fluid which increases energy dissipation. A numerical study of this pumping will be
the matter of a forthcoming paper.

3. Construction of an approximate solution

3.1. Ansatz

We look for an Ansatz of type: for all t > 0, for all (x, y, z) ∈ Ωε,

uε
app(t, x, y, z) =

n∑
i=0

εi
(
ui(t, x, y, z) + ũi

(
t, x, y,

x

ε
,
y

ε
,
z

ε

)
+ ūi

(
t, x, y,

x

ε
,
y

ε
,
z − 1

ε

))
,

(3.7)

pε
app(t, x, y, z) =

n∑
i=0

εi
(
pi(t, x, y, z) + p̃i

(
t, x, y,

x

ε
,
y

ε
,
z

ε

)
+ p̄i

(
t, x, y,

x

ε
,
y

ε
,
z − 1

ε

))
.

(3.8)

• ui = ui(t, x, y, z) (resp. pi = pi(t, x, y, z)) is an interior term, 1-periodic in
(x, y), defined for t ∈ R+, and (x, y, z) ∈ Ωε.

• ũi = ũi(t, x, y,X, Y, Z) (resp. p̃i = p̃i(t, x, y,X, Y, Z)) is a lower boundary
layer term, 1-periodic in (x, y) and (X, Y ), defined for t ∈ R+, (x, y) ∈ (0, 1)2,
(X, Y, Z) ∈ ω̃.

• ūi = ūi(t, x, y,X, Y, Z) (resp. p̄i = p̄i(t, x, y,X, Y, Z)) is an upper boundary
layer term, 1-periodic in (x, y) and (X, Y ), defined for t ∈ R+, (x, y) ∈ (0, 1)2,
(X, Y, Z) ∈ ω̄.

It remains to add boundary conditions on these profiles. We impose that interior
terms equal zero outside the interior domain Ω: for all i,

∀t ≥ 0, ∀x ∈ Ωε − Ω, ui(t,x) = 0, pi(t,x) = 0. (3.9)

The boundary layer terms satisfy

ũi = 0 on γ̃, ūi = 0 on γ̄. (3.10)
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and are expected to play no role outside the layer, which can be written

ũi, ūi −−−−→
Z→±∞

0, p̃i, p̄i −−−−→
Z→±∞

0. (3.11)

We need further boundary conditions for the interfaces. The reason is the following:
in order to prove the convergence of uε to u0, we need to carry energy estimates
on vε = uε − uε

app, qε = pε − pε
app. In these estimates, treatment of pressure and

viscosity terms leads to:∫
ε−1∇qε · vε − ε

∫
∆vε · vε =

+

∫
|∇vε|2 +

∫
Σ1∪Σ2

[(
ε
∂uε

app

∂n
− ε−1pε

app~n

)
· uε

app

]
|Σ1∪Σ2

.

We see that this last surface integral must be small enough, so that energy estimates
allow to conclude. Note that it might not be the case if uε

app was only including
interior terms, because interior terms have a priori strong discontinuities at Σ1 ∪Σ2

(and boundary layer terms are added to compensate these discontinuities). Sufficient
conditions for this integral to vanish are the following jump conditions: ∀(x, y) ∈ T2,[

ũi(t, x, y, ·)
]
|Σ = −

[
ui(t, x, y, ·)

]
|z=0

(3.12)

(which expresses a natural continuity condition of uε
app at the interface Σ1),[

p̃0(t, x, y, ·)
]
|Σ = −

[
p0(t, x, y, ·)

]
|z=0

, (3.13)

[(
∂ũ0

∂Z
− p̃1e

)
(t, x, y, ·)

]
|Σ

= −
[
−p1(t, x, y, ·)e

]
|z=0

, (3.14)

[(
∂ũi

∂Z
− p̃i+1e

)
(t, x, y, ·)

]
|Σ

= −
[(

∂ui−1

∂z
− pi+1

)
(t, x, y, ·)e

]
|z=0

, i ≥ 1.

(3.15)
Similar jump conditions hold of course for the upper boundary layer.

3.2. Formal asymptotic expansion

We do not detail the computations here, and refer to [12] for an exhaustive treat-
ment.

• In the interior, u0 satisfies the so-called "Taylor-Proudman theorem": it is invari-
ant along the direction of the rotation axis. More precisely, we obtain here

u0 =

(
u(t, x, y)

0

)
.

• In the boundary layer, variables t, x and y are simply parameters. If we set

u = u(t, x, y), ũ =
(
ũ0

1(t, x, y, ·), ũ0
2(t, x, y, ·), ũ0

3(t, x, y, ·)
)t

,
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one verifies that ũ is formally solution of equations (BL).

• Finally, we obtain the equation satisfied by u(t, x, y). It is the 2D modified Euler
equation (Int), with additional term P (u) = P̃ (u) + P̄ (u), where for instance, the
bottom pumping term P̃ is (still formally) defined by:

For u ∈ R2, P̃ (u) =

∫
ω̃

(
ũ2

−ũ1

)
, where ũ is solution of (BL).

Of course, the upper boudary layer term ū and corresponding pumping term P̄ are
derived and defined exactly in the same way.

3.3. The boundary layer system

In this subsection, we give the main steps of the proof of theorem 2.1.

Change of unknown

We make a change of unknown function, so as to get jump conditions appropriate
for a variational formulation. More precisely, let u ∈ R2. Let UE be the “Ekman
flow” defined by

UE,1(X, Y, Z) = −e−Z
√

2

(
u1 cos

(
Z√
2

)
+ u2 sin

(
Z√
2

))
in ω̃+,

UE,2(X, Y, Z) = −e−Z
√

2

(
u2 cos

(
Z√
2

)
− u1 sin

(
Z√
2

))
in ω̃+,

UE,3(X, Y, Z) = 0 in ω̃+, UE = 0 in ω̃−

(3.16)

and let ΠE ≡ 0. It is known from [20, 15] that (UE, ΠE) is solution of the first two
equations of (BL) in ω̃+. Setting ũ = UE + v, the solvability of (BL) is equivalent
to the solvability of

e× v +∇p̃ + UE.∇+ v.∇UE + v · ∇v −∆v =
(
−u⊥

0

)
in ω̃−,

e× v +∇p̃ + UE.∇+ v.∇UE + v · ∇v −∆v = 0 in ω̃+,

div v = 0 in ω̃+ ∪ ω̃−,

[v]|Σ = 0 at Σ,[
∂v

∂Z
− p̃e

]
|Σ

= −
[
∂UE

∂Z

]
|Σ

on Σ,

v = 0 on γ̃, v 1-periodic in (X, Y ).

(BL2)

Variational formulation

Let Γ̃ =
⋃

k∈Z2

(γ̃ + (k, 0)), Ω̃ =
⋃

k∈Z2

(ω̃ + (k, 0)). Let

V =
{

ϕ ∈ C∞(Ω̃)3, 1− periodic in (X, Y ), div ϕ = 0, supp ϕ ∩ γ̃ = ∅
}

,
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V =
{
v ∈ H1

loc(ω̃)3, ∇v ∈ L2(ω̃)9, v = 0 on γ̃
}

.

We denote ‖v‖V =

(∫
ω̃

|∇v|2
)1/2

. We prove the existence of a variational solution

of (BL2):

Theorem 3.1 There exists U∞ such that for |u| ≤ U∞, (BL2) has a solution: more
precisely, there exists v ∈ V such that : ∀ϕ ∈ V,∫

ω̃

(e× v) · ϕ +

∫
ω̃

(UE · ∇v) · ϕ +

∫
ω̃

(v · ∇UE) · ϕ+∫
ω̃

(v · ∇v) · ϕ +

∫
ω̃

∇v · ∇ϕ =
(
−u⊥

0

)
·
∫

ω̃−
ϕ +

[
∂UE

∂Z

]
|Σ
·
∫

Σ

ϕ. (3.17)

Proof: The proof uses classical Galerkin approximation. As for the classical Navier-
Stokes equation, the smallness condition on |u| allows to prove the existence of a
solution to each finite dimensional approximate problem, through the use of Brouwer
theorem. We refer to [12] for all details. Note that the space of test functions has
compact support. As we still do not know the behavior at infinity of a solution, we
can not test it in the variational formulation, as it would be the case in bounded
domains. In particular, at this stage of the proof, we do not know if there is only
one solution.

De St-Venant estimates

The main step is to show the exponential decrease of the boundary layer term, and
estimate (2.6). We consider separately the oscillatory part , for which we have all the
desired Sobolev injections, and the horizontal average of a solution ũ on ω̃+. Thus,
to all w ∈ L1

loc

(
T2 × R+

)N (N ≥ 1), we associate its average 〈w〉 ∈ L1
loc (R+)

N and
its oscillatory part w∗ ∈ L1

loc (T2 × R+)
N . Namely,

∀X = (X, Y, Z) ∈ T2×R+, 〈w〉(Z) =

∫
T2×{Z}

w dXdY, w∗(X) = w(X)−〈w〉(Z).

Note that we have:

∇w ∈ L2
(
ω̃+
)9

=⇒ w∗ ∈ H1
(
ω̃+
)3

.

• First step : Average and Oscillations.

One verifies that 〈u3〉 = 0. Then, let V = 〈ũ1〉 + i〈ũ2〉, F = 〈(ũ∗.∇ũ∗)1〉 +
i〈(ũ∗.∇ũ∗)2〉, i2 = −1. One verifies that

i V − V ′′ = F. (3.18)

Equation (3.18) is a simple linear diferential equation. This allows us to have precise
information on 〈ũ〉 relatively to the right member 〈(ũ∗.∇ũ∗)〉. We get

Proposition 3.2 There exist C > 0, σ > 0, such that for all R > 0,

‖ũ‖H1(ω̃R) ≤ C
(
exp(−σR) + ‖∇ũ∗‖L2(ω̃R/2)

)
. (3.19)
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• Second step : Higher order derivatives

We control for all m the norms Hm
(
ω̃R+1

)
of ũ, p̃ by the mean of the norm H1

(
ω̃R
)

of ũ. More precisely,

Proposition 3.3 For all R > 0, for all m ≥ 0, (u∗, p̃∗) ∈ Hm
(
ω̃R+1

)4 with estimate

‖ũ‖Hm(ω̃R+1) + ‖∇p̃‖Hm(ω̃R+1) ≤ Cm ‖ũ‖H1(ω̃R)

Proof: It uses regularity results due to the ellipticity of the Stokes operator. The
key point is that one may control the Wm+2,q norm in a strip by the Wm,q norm in
a slighty larger strip. Precisely,

Lemma 3.4 Let u, τ, f ∈ C∞(ω̃+) solution of

∆u = ∇τ + f in ω̃+,

∇ · u = 0 in ω̃+,

u 1− periodic in (X, Y ).

(3.20)

Then, for all s ≥ 1, δ ∈ (0, s), for all m ≥ 0 and q ≥ 1,

‖u‖m+2,q,s,s+1 + ‖∇τ‖m,q,s,s+1 ≤ C (‖f‖m,q,s−δ,s+1+δ + ‖u‖1,q,s−δ,s+1+δ) ,

C being independent of s.

• Third step :

Thanks to former steps, it remains to show the decay of the function f(R) =
‖∇ũ∗‖L2(ω̃R), as a function of R. Through energy estimates (cf [12]), one obtains,
for R large enough, the following integro-differential inequality

f ′(R) + a

∫ +∞

R

f(R) ≤ b f(R), a, b > 0.

Thanks to a Gronwall type lemma, we conclude to

Proposition 3.5 There exists R1, C, σ > 0 such that

∀ R ≥ R1, ‖∇ũ∗‖L2(ω̃R) ≤ C exp(−σR).

Once this exponential decay is obtained, we conclude to the unicity of the solution
by classical arguments.

3.4. The interior system

Let us take U∞ as given in theorem 2.1. We may now rigorously define

∀ u ∈ R2, |u| ≤ U∞, P̃ (u) =

∫
ω̃

(
ũ2

−ũ1

)
dX

where ũ is solution of (BL) (similaly, we define P̄ , and then P = P̃ + P̄ ). Operator
P is dissipative, as stated in proposition 2.2. Indeed, it is shown in [12] that
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P̃ (u) · u =

∫
ω̃

|∇ṽ|2 ≥ 0,

where ṽ is defined on ω̃ by

ṽ = ũ on ω̃+, ṽ = ũ− ( u
0 ) on ω̃−.

The proof of the existence and unicity of a regular solution for (Int) relies on a
standard iterative scheme. Obviously, the keypoint is to have a good estimate on
P (u) in L∞ (0, T ; Hm). This is done up to a sharper control on sup |u|, as stated in

Proposition 3.6 For all m ≥ 3, there exists δm > 0, and an increasing function
ϕm ∈ C(R+, R+), such that, for all T > 0 and u ∈ L∞ (0, T ; Hm (T2))

2,

sup |u| ≤ δm =⇒ ‖P̃ (u)‖L∞(Hm) ≤ ϕm(‖u‖L∞(Hm)).

Similarly, we obtain

Proposition 3.7 For all m ≥ 3, there exists ϕm ∈ C(R+ × R+, R+) and δm > 0,
such that, for all T > 0 and for all u, u′ ∈ L∞ (0, T, Hm)2, sup |u| + sup |u′| ≤ δm

implies

‖P̃ (u)− P̃ (u′)‖L∞(Hm) ≤ ϕm

(
‖u‖L∞(Hm), ‖u′‖L∞(Hm)

)
‖u− u′‖L∞(Hm)

4. Final Energy estimates

On the basis of the analysis led in previous section, we show the existence of an
approximate solution uε

app, p
ε
app, of (1.3), (1.4). It is built in such a way that wε =

uε − uε
app satisfies

∂tw
ε +

e× wε

ε
+
∇qε

ε
− ε∆wε + wε · ∇uε

app + uε · ∇wε = R̃ε in Ω ∪ Ωε
i ,

∇ · wε = 0 in Ω ∪ Ωε
i ,

[wε]|Σi
= 0 at Σi,[

ε
∂wε

∂n
− ε−1qε~n

]
|Σi

= σ̃ε at Σi,

wε = 0 at Γε
1 ∪ Γε

2

(4.21)

with

R̃ε = Rε
1 + Rε

2, ‖Rε
1‖L∞(L2) = O(ε1/2),

‖Rε
2‖L∞(H−1) = O(ε3/2), ‖σ̃ε‖L∞(H−1/2) = O(ε).

In the energy estimates on wε, the term
∫

Ωε

(
wε · ∇uε

app

)
·wε is the hardest to control,

because the boundary layer part of the approximate solution has strong gradients.
Focusing as usual on the bottom layer, the worst term is then

Jε = ε−1

∫
Ωε

(
wε · ∇Xũ0

(
x, y,

x

ε
,
y

ε
,
z

ε

))
wε.
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Introducing the auxiliary function

G(X, Y, Z) = sup
x,y∈T2

∣∣∇X ũ0(x, y, X, Y, Z)
∣∣ ,

we have
|Jε| ≤ ε−1

∫
Ωε

|wε|2G
(x

ε
,
y

ε
,
z

ε

)
dx.

We are left with the control of

Iε =

∫
Ωε

|wε|2G
(x

ε
,
y

ε
,
z

ε

)
dx =

∫
Ωε∩{z>Rε}

|wε|2G
(x

ε
,
y

ε
,
z

ε

)
dx

+

∫
Ωε∩{z<Rε}

|wε|2G
(x

ε
,
y

ε
,
z

ε

)
dx = Iε,+

R + Iε,−
R ,

where R > 0 will be chosen below.

Study of Iε,+
R : Thanks to proposition 3.3, there exists R1, C, σ > 0 such that for all

Z > R1,
G(X, Y, Z) ≤ C exp(−σZ). (4.22)

Hence, for all δ > 0, there exists R = R(δ) > R1 such that

sup
X,Y,Z≥R

Z2 G(X,Y, Z) ≤ δ.

Then we may write

Iε,+
R ≤ ε2

(
sup

X,Y, Z≥R
Z2G(X, Y, Z)

)∫
Ωε∩{z>Rε}

∣∣∣∣wε

z

∣∣∣∣2
≤ C δ ε2 ‖∇wε‖2

L2

where we have used Hardy’s inequality. Chosing δ = 1/4C and R = R(δ), it leads
to

Iε,+
R ≤ ε2

4
‖∇wε‖2

L2 .

Study of Iε,−
R : It remains to bound

Iε,−
R =

∫
Ωε∩{z≤Rε}

wε(x, y, z)2G
(x

ε
,
y

ε
,
z

ε

)
dxdydz.

We can write

Ωε ∩ {z ≤ Rε} =
⋃

k∈K⊂Z2

ε(ω + k), card(K) =
n

ε2

for a domain ω. Now,

Iε,−
R = ε3

∑
k∈K

∫
ω+k

|wε(εX, εY, εZ)|2G(X, Y, Z) dXdY dZ

≤ ε3
∑
k∈K

‖G‖L2(ω+k)

(∫
ω+k

|wε(εX, εY, εZ)|4 dXdY dZ

)1/2

.
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As F is periodic

Iε,−
R ≤ ε3‖G‖L2(ω)

∑
k∈K

‖w̃‖2
L4(ω+k)

where w̃(X, Y, Z) = wε(εX, εY, εZ). By Sobolev imbedding

‖w̃‖2
L4(ω+k) ≤ C‖∇w̃‖2

H1(ω+k)

where C is independent of k. So

Iε,−
R ≤ Cε3‖G‖L2(ω̃)

∫
∪(ω+k)

|∇Xw̃(X, Y, Z)|2 dXdY dZ

≤ Cε2‖G‖L2(ω̃)‖∇wε‖2
L2(Ωε)

We thus have

Iε,−
R ≤ C ′ε2 sup

x,y∈T2

‖∇ũ0‖L2(ω̃) ‖∇wε(t, ·)‖2
L2

≤ C ′′ε2
(
sup |u0|

)
‖∇wε(t, ·)‖2

L2 ,

Then, assuming that sup |u0| is small, it yields

Iε,−
R ≤ ε2

4
‖∇wε(t, ·)‖2

L2 .

Conclusion: Under a smallness assumption on sup |u0|, (which if fulfilled under a
smallness assumption on ‖u0‖L∞) we can absorb the squares of the L2 norm of ∇wε

at the right-hand side of (2.6) into the diffusive term ε‖∇wε(t, ·)‖2 at the left-hand
side. We find inequality of type

∂t‖wε(t, ·)‖2
L2 +

ε

2
‖∇wε(t, ·)‖2

L2 ≤ C(ε) + D ‖wε(t, ·)‖2
L2

with C(ε) → 0 as ε → 0. We conclude thanks to a Gronwall lemma.

Remarks:

1. Following [7], the convergence result may be refined: for arbitrary s ∈ N, one
can construct an approximate solution uε

app,s of (1.3), (1.4), in such a way that

(uε − uε
app,s) −−→

ε→0
0, in L∞ (0, T ; Hs(Ω))3 .

2. We have considered rough boundaries of type Γε := εΓ(ε−1x, ε−1y). We could
have considered more general boundaries of type

Γε := εΓ(x, y, ε−1x, ε−1y).
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