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Resonances for transparent obstacles

Georgi Popov Georgi Vodev

Abstract

This paper is concerned with the distribution of the resonances near the
real axis for the transmission problem for a strictly convex bounded obstacle
O in R*, n > 2, with a smooth boundary. We consider two distinct cases.
If the speed of propagation in the interior of the body is strictly less than
that in the exterior, we obtain an infinite sequence of resonances tending
rapidly to the real axis. These resonances are associated with a quasimode
for the transmission problem the frequency support of which coincides with
the corresponding gliding manifold K. To construct the quasimode we first
find a global symplectic normal form for pairs of glancing hypersurfaces in a
neighborhood of X and then we separate the variables microlocally near the
whole glancing manifold K. If the speed of propagation inside O is bigger than
that outside O, than there exists a strip in the upper half plane containing
the real axis, which is free of resonances. We also obtain an uniform decay
of the local energy for the corresponding mixed problem with an exponential
rate of decay when the dimension is odd, and polynomial otherwise. It is well
known that such a decay of the local energy holds for the wave equation with
Dirichlet (Neumann) boundary conditions for any nontrapping obstacle. In
our case, however, O is a trapping obstacle for the corresponding classical
system.

1. Introduction.

Let O C R" be a bounded domain with a connected C* boundary I' and (2 =
R"\ O. Consider the operator

n

Ag = c(2)’ D 05,(9:(2)0s,) , 2 €O,

1,7=1
where ¢, g;; € C®(O) and c(z) > ¢y > 0. We suppose that the principal symbol,
g(z,€), of —A, satisfies

o(2.6) = clw)? 3. 006 > CIEP, V@6 € T"O,

,j=1



with some positive constant C. Our main example will be g(z, ¢) = c?¢°(z, £), where
g°(z,&) = |€]? and ¢ # 1 is a positive number. Denote by G the Riemannian metric
i j=1Gij(7)dridz; in O associated with the Hamiltonian g, where (Gij(z))7=1 is
the inverse matrix to (c(z)gi;(x))};=;. Given 2’ € T, we denote by »/(z') the
interior unit normal to I' at =’ with respect to the Riemannian metric G, and by
v(z') the exterior one with respect to the Euclidean metric. Fix a constant o > 0.
The complex number A € C is said to be a resonance for the transmission problem
associated to O (see [7]), if the following problem has a nontrivial solution

(Ag+A)y; = 0 inO,
(A+X)u; = 0 inQ,
up—uy = 0 onT, (1.1)
Opu; +al,us = 0 onT,
us — A —outgoing .

Recall that a function v is said to be A-outgoing if for some py > 1 we have

’U||I|ZPO = RO(A)gllz‘IZpoa

where g € L2, (Q) has a compact support and Ry() is the free outgoing resolvent

of A in R™. Here “outgoing” means that
Ro()) € L(L*(R"), L*(R"))

for Im A < 0. Then all the resonances are in the upper half-plane Im A > 0.

We are going to study the distribution of the resonances for the transmission
problem under suitable geometric conditions on g and I'. Choose a function f €
C>*(R™) which defines the boundary I', i.e. f <0in O, f > 0in Q and df # 0 on
I'. The boundary T is said to be g-strictly concave with respect to O (or g-strictly
convex with respect to Q) iff for any (z, ) satisfying

fl)=0, g(z,§)=1, {g,f}z,§) =0,

we have

where {-,-} denotes the Poisson brackets. Notice that the second inequality is au-
tomatically fulfilled in our case, since {f,{f,g}}(z,&) = 2¢(z,df(z)) > 0. Then
F = {(z,§) e T*R™ : f(z) = 0} and G = {(z,€) € T*R" : g(z,&) — 1 = 0} is
a pair of glancing hypersurfaces ([9]). We denote by K the corresponding glancing
manifold

K ={(z,§) eT"(R"): f(z) = g(z,§) -1 ={g, f}(z, &) = 0}.

In particular, the domain O is strictly convex in the usual sense iff I is g%-strictly
convex with respect to Q, where ¢°(z,£) = |£|*>. The Hamiltonian ¢ induces a
Hamiltonian r on T*I" as follows. Identifying any &' € T I' with the covector £ =
j(€') € T;R™, such that §,r = & and £(V'(2')) = 0, we set r(2',&') = g(a',5(£)).
Similarly, we define ro(y’,7') for the free Laplacian A =377, 6;"1,.

X-2



First we suppose that
r(z',&) < ro(a',€'), V(',€) e T*T\ 0. (1.3)

If g(z,€) = 2¢°(z,€), c > 0, this condition is equivalent to 0 < ¢ < 1. Consider the
classical system corresponding to the transmission problem in this case. Because of
(1.3), any ray coming from infinity (a null-bicharacteristic of ¢°(z, &) — 1) splits into
two when interacting with the boundary. One of them reflects by the usual law of
‘the geometric optics and goes again to infinity but the other one enters the obstacle.
The latter is a refracted ray. This is true even for the diffractive rays, that is null-
bicharacteristics of g° — 1 which are tangent to the boundary. Consider now a ray
traveling in the interior of the obstacle, i.e. a null-bicharacteristic of g(z,&) —1. If v
hits the boundary far enough from the glancing manifold K the same phenomenon
occurs. It splits into two rays, one of them remaining in the obstacle while the other
one leaves the obstacle and goes to infinity. On the other hand, because of (1.3),
if v hits the boundary sufficiently close to K then it remains in the interior after
the reflection without giving rise to a refracted ray in the exterior. In other words,
there is a total reflection near the gliding region. The gliding rays do not give rise
to refracted rays neither. Moreover, there is a kind of “effective” stability of the
billiard flow in O near the glancing manifold. Namely, for each NV > 0 there exists
Cn > 0 such that if a broken ray (¢t) is ¢ close to K for ¢t = 0 (in a suitable metric)
then it remains 2¢ close to K for |t| < Cye™". In particular, those rays conserve
a considerable amount of energy in the obstacle for a long period of time. Then it
is natural to expect that the Lax - Phillips conjecture is true in this case, i.e. that
there exist infinitely many resonances approaching the real axis. If the boundary
is strictly convex and analytic, the “effective” stability is valid in an exponentially
large time interval |t| < Ceb/¢ (see [3]) with some C, b > 0 and we believe that
there exists a sequence of resonances which tends exponentially fast to the real axis
in this case.

Theorem 1.1 Let T be g-strictly concave with respect to O. Suppose that (1.3)
holds. Then there ezists an infinite sequence {);} of different resonances of (1.1)
such that

0< Im)\J S CNl)\jl—Na VN > 1.

Moreover, we are going to localize {A;} near the eigenvalues {k;} of a suitable elliptic
pseudodifferential operator () on the boundary I' with a nonhomogeneous principal
symbol, given by (2.10).

Consider now the case opposite to (1.3). We are going to show that there are no
resonances in a strip in the upper half-plane containing the real axis. We consider
a little bit more general case putting inside 0 an unpenetrable body O,. More
precisely, let O; C O, be two bounded obstacles with smooth connected boundaries
I'; and T respectively such that I, NI = 0. Set O = O, \ O; and Q = R*\ O,, and
add a Dirichlet or Neumann boundary condition Bu;|r, = 0 to (1.1). Theorem 1.1
holds also in this more general case.

Introduce the Hilbert space H = L?*(O; a ' c(z)~?dz) & L*(Q; dz). Consider the
operator

Pu = (Aguq, Auy), u = (uy,up) € D(P),
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with domain of definition D(P) consisting of all (uy,us) € H such that u; €
H*(0), up € H*(Q2), and

Builr, =0, ui|r = ualr, dyuilr + @b uslr =0,

where B denotes either the Dirichlet or Neumann boundary condition on I'y if O; #
(. One can see that P is a selfadjoint elliptic operator, P < 0, and the spectrum of P
is absolutely continuous with no embedded eigenvalues. Moreover, the resonances of
the transmission problem given by (1.1) coincide with the poles of the meromorphic
continuation of the cutoff resolvent

RN =x(P+X)'x:H—H

from Im A < 0 to the whole complex plane C if n is odd, and to the logarithmic
Riemann surface if n is even. Here x € C§°(R"™) and x = 1 in a neighborhood of
Os.

We make the following assumption

(H) There exists T > 0 such that for any generalized g-geodesic v(t) with y(0) € O
thereist=1t,, 0 < t < T, such that v(¢) € I.

Recall that any generalized g-geodesic in O is a projection of a generalized null-
bicharacteristic of the Hamiltonian g(x,£) — 1 as defined by Melrose and Sj6strand
[10]. Clearly, (H) is fulfilled when O; = 0 and g(z, €) = ?|¢|?,¢ = Const > 0.

We suppose also that : I

r(z', &) > ro(z', &), V(a',&) e T*T\ 0. (1.4)

If g(z,&) = c?¢%(x,€), c = Const > 0, this condition is equivalent to ¢ > 1.
Consider now the classical system corresponding to the transmission problem in
this case. Because of (H) and (1.4), any ray issuing from O reaches I' in a finite time
and it splits into two at I'. One of them reflects by the usual law of the geometric
optics and keeps moving in O, and the other one leaves the obstacle. Moving only
on the internal rays, we stay in the obstacle, hence, there is a lot of rays trapped
by the obstacle. On the other hand, any time when the ray hits I', a portion of its
energy goes out of the obstacle. Hence, one can expect that there is a strip in the
upper half-plain containing the real axis which is free of poles. Indeed we have:

Theorem 1.2 Let T’ be both g and g°-strictly concave with respect to O and let (H)
and (1.4) be fulfilled. Then there exist positive constants v, C, and Cy such that the
cut-off resolvent R, ()) is holomorphic in the strip

A= {zeC: |Rez|>Cy, 0<Imz <~}

and ,
ARy (Mg < C1y AEA. (1.5)
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Note that for nontrapping perturbations there is a larger free of resonances region
of the form Im A < Nlog|A| — Cn, YN > 0. Moreover, in the case of scattering by
strictly convex obstacles (with Dirichlet boundary conditions) there is a free region
of the form Im A < Cy|A|*/3 — Cs, with some Cy, C; > 0 (see [4]). It is easy to check,
however, that when O; = 0, O, is a ball, and g(z,£) = c?|£|?,c = Const > 1, there
exist infinitely many resonances {\;} of P such that Im \; — 7o > 0. This example
shows that one can not expect a free of resonances region near the real axis larger
than a strip.

Denote by u(t) the solution of the equation
(07 — P)u(t) =0,
(0) = f1,0:u(0) = fo.
Given a compact K C R\ O, we denote by po(t) the function
< {Hvxullm(x) + [|8sull 2k
IVzfilleey + 1 f2ll 2k

Corollary 1.3 Under the assumptions of Theorem 1.2, there exist constants C, 3 >
0 such that

,(0,0) # (f1, f2) € [C®(0) & C®(Q)]?,supp f; C K} .

Ce™?t, n odd,
Polt) < { ct, n even.

In other words, we have the same uniform decay of the local energy as in the
case of nontrapping perturbations.

We are going to sketch the proof of the main results. Detailed proofs are given
n (1], [12] and [13].

2. Construction of quasimodes.

The main ingredient in the proof of Theorem 1.1 is the construction of a quasi-
mode, the frequency support of which is concentrated at the glancing manifold K.
A quasimode for the transmission problem is defined as an infinite sequence

Q = {(k;, W, uy")) : j €N},
where k; € C, |kj| — oo, Rek; > 1, and u1' € C“(@), ug) € C*®(Q) have

supports in a small compact nelghbourhood Uofl, ||u lp||Lz = 1, and
II( 2A+/’€2)ux HLz(o = O(lk[™),
H(A+k2)u2 L2y = O(lk;17), (2.1)
[ U(])erHz = O(lk;|™),
10t + ad,ug )lrlIHZ(m = O(lk;| ™).

If O, # 0 we suppose that Y Ny = (), hence, the boundary condition on T,
is automatically fulfilled. Hereafter, given an infinite sequence {z;} of (complex)
numbers, we say that z; = O(|k;|=>°), if for each N > 0 there exists Cy > 0 such
that |z;] < Cy|k;|~" for all j.

Using a result of Tang and Zworski [17] (see also [15] we can localize resonances
of the transmission problem near the sequence of “quasi-resonances” {k;}. More
precisely, we have:
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Proposition 2.1 Let Q be a quasimode for the transmission problem. Then
0 <Imk; = O(k,| ™).
and there ezists an infinite sequence A = {\;} of resonances of P such that
dist (k;,A) = O(|k;|™™).
In particular, 0 < Im X; = O(|A;|~).

In what follows, we are going to associate to each zero of the Airy function Ai(s)
a suitable elliptic pseudodifferential operator @) of order one on I" with a real-valued
principal symbol given by (2.10). The quasi-resonances k; will be the eigenvalues of
Q.

First we microlocalize near the glancing manifold K, using a class OP®? of
pseudo-differential operators with a large parameter A (A — ¥DOs) [2]. We shall
also allow complex values for the parameter ) in

={)\€C]Im/\ISCl,Re/\Zl},C1>O (22)

First we reduce (2.1) to a suitable interior problem. Set D? = D? + ... + D2,
where D; = (1A)7'9/dz;. Denote & = {(y,n) € T*T : r(y’,n') < 1}. Because of
(1.3), the boundary X of £ belongs to the elliptic region for the exterior Dirichlet
problem for the \-differential operator D% —1. Then for any family f(-, ) € C*=(I),
A € L, with ||f|lz2 = 1 and frequency support WF(f) contained in 90X, and hence
in the elliptic region, there exist uy(-,A\) € C*®(Q), A € L, supported in a compact
neighborhood of T" such that

{(D2—1>u2 = O(A™)f  inQ,
uz = f+O(A™)f onT,

where us(-, \) = R(A) f(-,A) and R(\) is a A-Fourier integral operator with a complex
phase function (see the appendix in [2]). Moreover, the restriction of 9, R(A) to I is
a A — UDO on I' and we obtain

/\~1 N(a,,’l,lq)lr = Uglr‘ + O(IA‘_OO)UQIF y

where N is a A—¥DO in OP*°(T) with a real-valued principal symbol o(NV) which is
elliptic on 0X. Hereafter, O(|A|™*°) : H~®* — H?*, s > 0. stands for operators which
are bounded in the corresponding Sobolev spaces (dependlng on \A) with norms
< Cs n|A|7N for each N > 1. Moreover,

o(N)(y,n) = (roly,m) — 1)7'7 (2.3)

in a neighborhood of 0X. In this way we reduce (2.1) to the following interior

problem
{ (9(z, D) = Du = O(AI"™)f inO,
u = f onT, (2.4)
a IANIN@Opu)r +ulr = O(A®)u|r.
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We are going to show that this problem has a solution for infinitely many discrete
values {k;}52, C £ of A and a sequence of functions {f;}22, such that |k;| — +o0,
I1£illz2 = 1 and WF({f,}) C O%. To obtain k; and f; we construct a “normal form”
of the boundary value problem (2.4) near the glancing manifold K. First we are
going to find a symplectic normal form for the corresponding classical problem.
We can suppose that the Hamiltonian ¢ is -defined in a neighborhood of T*O.
Given 0 < 0 < 1, we set D = T" x (—4,6) and consider the so called "normal” to

the boundary geodesic coordinates y = (v',y,) € D, where y' are local coordinates
in I" and

z =Yy (z) + ya(2)V' (¥ (2)).
In these coordinates, f(y) = yn + O(y2) and the principal symbol of —A, becomes

9(y,n) =n2+rW\ 1) + yar1(y, 1),

where r(y’,n') is the induced Hamiltonian. Moreover, r is just the principal symbol
of the Laplace-Beltrami operator on I' equipped with the Riemannian metric on I’
induced by the metric G, while

k(y',n') =2"'r(y,0,7',0) = =47{g,{g, ¥} } (¥, 0,7,0) > C|7'|*, C >0, (2.5)

could be identified with the second fundamental form of I' (associated with G and
V') on OX%.

First we obtain a global symplectic normal form for the pair of glancing hy-
persurfaces F' and G near the gliding manifold . To do this we make use of the
approximate interpolating Hamiltonian ¢ of the corresponding billiard ball map B
(see [8], [3], [6], and the references there). Recall that the ¢ defines 0¥ (¢ = 0 and
d( # 0) on 0X and ¢ > 0 inside X, ¢ < 0 outside ¥. Hence, there exists a positive
function b € C*°(T*T') such that

C'n') = b(y',n) (1 = r¥,n)). (2.6)

Theorem 2.2 There ezists an exact symplectic transformation x : T*D — T*D
such that f = fox and g = go x — 1 have the form

f(z,6) = b, €)*(zn + O(27)) ,

9(z,€) = h(z,)(& +zn — ((2',€)) + O(a7) + O(7°) + O(C™)

in a neighborhood of K = {z, = &, = ( =0} in T*D, where h € C°(T*T x [-4, d]),
h > 0 in a neighborhood of 0% x {0}. Moreover, x(z,&) = (y(z,§),n(z,&)) has the
form

o = b, &)+ 0R), (v,0'm) = (¢, €,&b(a’,€)7%) + O(a)

and
b’ &) = 2k, €))7+ 0((, ), (2.7)
Wz, &) = bz, &)1+ O(zn)) .
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Denote by L(z',D', X) a A — ¥DO with a principal symbol ((z’, £’) and subprin-
cipal symbol 0 and set

Py(z,D,\) = D2 + z, — L(2',D', ).

Denote by R the ideal of all A — ¥DOs R € OP®’(D) having in any local chart
complete symbols of the form 332, AT R;(z,€), where :

R;(z,§) = O(z7’) + O(&7) + 0(C™), j 20,

Next using Fourier integral operators with a large parameter A, we transform (mi-
crolocally near K) the boundary value problem (2.4) to a boundary value problem

{ (Py(z,D,\) + R(z,D,\))v = O(A=)v, WFvC K,

(iWDpv + v+ Cv)|zomo = O(IA"®)v, (28)

where C, C € R and W € OP%*(I"). The principal symbol o(W) of W is real
valued and taking into account (2.3) we get :

o(W)(@',€) = a7'b(a’, &) (ro(a’,€) — 1)71/7 (2.9)

in a neighborhood of 0%.

This enables us to “separate” the variables microlocally near K. To illustrate
it, we consider the equation Pyv = O(|A|™*°)v with Dirichlet boundary conditions
V|z,=0 = O(]A|7*)v instead of those in (2.8). Then we can take v(z,\) = Ai(r +
M3z, )w(x’, N), where 7 < 0 is a zero of Ai(s) and w(-,\) € C®(T') satisfies the
equation

L', D'\ \w + A 3w = O(N\®)w.
The boundary condition in (2.8), however, makes the construction more complicated.

We are looking for an asymptotic solution of (D2 + z, — L)v = O(]A|=®)v of the
form:

o<
v = vz ) ~ 3 AFPAY (74 X 2,) Xpw(a',N), A = oo,

k=0
where Ai® is the derivative of order & > 0 of the Airy function Ai(s), X} are suitable
A-pseudodifferential operators on I', Xj is the identity, and w(-,A) € C*°(T') has a
frequency set in 90X = {¢ = 0}. Then we obtain R(z;D, A\)v = O(|A|*)v, hence, v
turns out to be also an asymptotic solution of the first equation in (2.8). Using the
boundary condition in (2.8), we determine the operators X, £ > 1, and we obtain
a pseudodifferential equation for w of the form

AL, D', Nw + TAY*w + Zw = O(A"®)w,

where Z ~ Y2 XT3 Z;, Z; € OP*’(D), and Z, = —W. Finally, using (2.6) and
(2.7) we transform this equation to a spectral problem Q(z', D')w = Aw, where
Qe \I/:)’hlés(P) is a classical elliptic pseudodifferential operator on I' with a polyho-
mogeneous symbol of order one and step 1/3 (see [5]). The principal symbol of @ is

real valued and it has the form
o(Q)(, &) = r(a, &) — 271 (2k(2', &))" r(2!, €)1, (2.10)
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where k(z',¢’) is defined by (2.5). Then A = k; and w = w; are just the eigenvalues
and the corresponding eigenfunction of Q(z', D’).

3. Proof of Theorem 1.2.

We are going to sketch the proof of Theorem 1.2. It is enough to prove (1.5) for
real A, then Theorem 1.2 and Corollary 1.3 follow from the results in [19]. To do
_this we obtain a priori estimates for the interior and the exterior Dirichlet problem.

1. A priori estimates for interior boundary value problems. Let © C R™ be as in
the introduction and let u € H2(O) satisfy the equation

(Ag+M)u=Xv in O,
Bu|p1 = 0, (31)
’U,]r = f, 8,,/u|p = /\h

Then we have

Theorem 3.1 Let I" be both g and gy-strictly concave with respect to O, and let the
assumption (H) be fulfilled. Then there exist constants C,\g > 0 so that for real
A > Ao we have

lull o) < C (Ivllzzo) + 1 fllzary + 1Al 2ry)- (3:2)
Consider now the problem

(Ag+X)u=Xv in O,
A10,ulr + AN f = h,

where
A(\) =0(1) : HY(T') — L*(I). (3.4)

Suppose that
Re (AN S, feey < oW 2z Vf e HY(D). (3.5)

We also suppose that for any x € C°(T*I') which is equal either to zero or to
(1 +|€'])*,s = 0,1, outside some compact, and any A-pseudodifferential operator
x(z', D', \) with a principal symbol x, we have

o6, A zeasry =0(1), s=0,1. (3.6)

Choose now a function y € C®(T*TI') such that xy =1 for r(z',£') < 1+4¢pand x =0
for r(z',€') > 1+ 2¢¢, where 0 < g9 < 1. Then the support of 1 — x is contained in
the elliptic region for the interior problem with Dirichlet boundary conditions, and
we obtain

Proposition 3.2 Under the assumptions (8.4)-(3.6), we have
(1 = x(z", D', \)) fll g ry
< OM)[|Allzzry + o(1)||vllL2(0) + o) | fll2ry + O(l)l‘u|lL2(Q)~ (3.7)
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2. A priori estimates for exterior boundary value problems.
Let 2 C R™ be the exterior of a bounded strictly convex domain with C®
boundary I'. Let u € HZ (Q) satisfy the equation

u(l‘ = f7 /\—lal/uir = h7 (38)
u — A — outgoing,

{ (A+X)u=Xv in
where suppv C Q, := {z € Q: || < a},a > 1. Then we have
Theorem 3.3 There exist constants C, A\g > 0 so that for real A > ¢y we have
lull i) + 1RllL2r) < Cllvllzza) + 1 fllmm)- (3.9)
Introduce the Neumann operator

N =2T"a,KMNfIr,

where K (A)f solves the problem

(A+)X)K(\)f = 0 in Q,
{ KMNfle = f
K(A)f — )\ —outgoing.

Applying Theorem 3.3 with v = 0 leads to the following
Corollary 3.4 For real A > 1, we have |
N(A\) =0(1) : HY(T) — L*(D).
Moreover, we have
Proposition 3.5 For real A > 1, we have
Re (NN, flemy < OB fllzery,  Vf € HY(D),
with some constant C' > 0 independent of \.

It follows from Corollary 3.4 and Proposition 3.5 that A(A) = aN()) satisfies (3.4)
and (3.5). It is easy to see that it satisfies also (3.6).

3. Estimates for the cutoff resolvent on the real azis. Consider the problem

( (Ag+A)u; = Ay in O,
(A + )\Z)Ug = /\’UQ in Q,
ulr = ugr = f,
. Buir, = 0, (3.10)
Oyur|r + @0 uslr = 0,
| : us — A — outgoing,
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where u; € H*(0),u; € HZ.(Q), suppva C Qq,a > 1. In what follows C will
denote a positive constant independent of A. Clearly, the estimate

IARx(Mlzery £C 5 AER, A 2 Cy,
is equivalent to
”u1|IL2(O) + ”U2“L2(Qa) < C(“’l)]'le(o) + ”v2||L2(Qa))' (311)
By Theorems 3.1 and 3.3 we have

lluallz2q) < Cllvallzeay + 1|z @),
and
lullzza) < Cllvrllz2o) + lvallzzeay + 1 fllar@my)- (3.12)
Hence, to prove (3.11), it suffices to show that
I flla@y < Cllvillzzo) + llvallz2(ea))- (3.13)
To this end, observe that u := u;, v := v, satisfy the equation

(Ag+M)u = X in O,
’U|r = f7

BU‘rl = Oa (314)
A 10yulr +aN(A)f = h,
where h = —=A719,G()\)vq|r and G(A\)v solves the problem
(A+XGANv = v in Q,
G(/\)’Ulr = 0,
G(A)v — X —outgoing,

In view of Theorem 3.3, h satisfies the estimate

[IAllz2ry < Cllvallzz,)- (3.15)

Using (3.14) and Green’s formula, we obtain

—aAlm <N()\)f, f)L?([‘) =Im <a,,ru‘1'*, U|F>L2(I‘) — AMm <h, f)L‘Z(l")
= —Alm (c_Qu, ’U)Lz(o) — Alm (h, f>L'2(r‘).

Then for any € > 0 we obtain the estimate
—Im (N(N)f, frawy < OE)ulliz o) + Oc(D[v]72(0)

+O(E)IflIZ2(r) + Oc(VIAIILr)- (3.16)

Choose a cutoff function x € C*®(T*T') such that x = 1in {(2',&') € T*T : r(2',€') <
l1+¢o}and x =0in {(z,&) € T*T : r(2/,€') > 1+ 2¢0}, where 0 < gy € 1. By
(3.16), | ‘

—Im <N(>\)X(IC,. Dlv )‘)fv X(f’,D,, A)f)Lz(F) < O(ez)HUH%}(O) + OE(]‘)H’U“%?((’))
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+O(EMIf Iy + Oc(V)lIAlIE2y + O = x(', D', X)) Il ry- (3.17)
Because of (1.4), choosing £y > 0 sufficiently small, we can arrange
suppx C {(z/,§) € T'T : ro(a’, &) < 1},

and hence N(A)x(z',D’,A) is a A — ¥YDO with principal symbol

—ix(2',§)y/1 = ro(a,€).

—Im <N()‘)X(xl? Dla )‘)f, X(xl7 D,7 )‘)f>L2(F)
> Clix(@', D', M fllzaqy = oW fIZawy: € > 0. (3.18)
By (3.17) and (3.18) we get
Ix(&", D, A) flleay < Oe)llullzz(o) + O:(1)]v]lL2(0)

+O(E) fllz2y + Oc(V)l|All 2wy + O = x(", D', X)) fllan ry.-

Hence, taking € > 0 small enough, we obtain

Therefore

1l oy < Clix(', D', M fllzzm + ClI(L = x(=', D', M) fll oy

< 0(e)|Jull 2oy + O (1)||v]lL2(0)
+OEN 2wy + Oc (DAl L2y + O = x (2", D', M) fll .
which combined with Proposition 3.2, (3.12) and (3.15) implies (3.13).
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